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MIEMBROS DE LA COMISIÓN:
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RiverText: Un marco para entrenar y evaluar Vectores

de Palabras Incrementales a partir de flujos infinitos de

Datos de Texto

Los Word embeddings se han convertido en herramientas indispensables en varios procesos
de lenguaje natural y tareas de recuperación de información, incluyendo clasificación de
documentos, ranking y respuestas a preguntas. Sin embargo, los modelos de embeddings
de palabras tradicionales tienen una limitación importante en su naturaleza estática, lo que
dificulta su capacidad para adaptarse a los patrones de lenguaje en constante evolución que
surgen en fuentes como las redes sociales y la web (por ejemplo, nuevos hashtags o nombres de
marca). Para abordar este desaf́ıo, se han introducido algoritmos de embedding de palabras
incrementales, que permiten la actualización dinámica de las representaciones de palabras en
respuesta a nuevos patrones de lenguaje y flujos de datos continuos.

Esta tesis presenta RiverText, un framework para la entrenamiento y evaluación de word
embeddings incrementales a partir de flujos de datos de texto. Nuestra herramienta propor-
ciona un recurso valioso para la comunidad de procesamiento de lenguaje natural que trabaja
con word embeddings en escenarios de streaming, como el análisis de redes sociales. La bib-
lioteca implementa varias técnicas de word embeddings incrementales, incluyendo Skip-gram,
Continuous Bag of Words y Word Context Matrix. Además, utiliza PyTorch como backend
para la formación de redes neuronales, lo que permite una formación eficiente y flexible.

También hemos implementado un módulo que adapta tareas de evaluación de word embed-
dings estáticos intŕınsecos, como la similitud y la categorización de palabras, a un entorno de
streaming. Finalmente, comparamos el rendimiento de nuestro marco de trabajo utilizando
diferentes configuraciones de hiperparámetros y discutimos los resultados.

Nuestra biblioteca de código abierto está disponible en https://github.com/dccuchile/

rivertext. Incluye documentación detallada y ejemplos para ayudar a los usuarios a comen-
zar rápidamente y fácilmente con el marco de trabajo. Creemos que nuestro trabajo benefi-
ciará en gran medida a investigadores y profesionales del procesamiento de lenguaje natural,
especialmente a aquellos que trabajan con grandes volúmenes de datos de texto en streaming.
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RiverText: A Framework for Training and Evaluating

Incremental Word Embeddings from Text Data Streams

Word embeddings have become indispensable tools in various natural language processing
and information retrieval tasks, including document classification, ranking, and question
answering. However, traditional word embedding models have a major limitation in their
static nature, which hinders their ability to adapt to the constantly evolving language patterns
that emerge in sources such as social media and the web (e.g., new hashtags or brand names).
To address this challenge, incremental word embedding algorithms have been introduced,
enabling dynamic updating of word representations in response to new language patterns
and continuous data streams.

This thesis presents RiverText, a comprehensive framework for training and evaluating
incremental word embeddings from text data streams. Our tool provides a valuable resource
for the natural language processing community that deals with word embeddings in streaming
scenarios, such as social media analysis. The library implements various incremental word
embedding techniques in a standardized framework, including Skip-gram, Continuous Bag of
Words, and Word Context Matrix. Additionally, it uses PyTorch as its backend for neural
network training, enabling efficient and flexible training.

We have also implemented a module that adapts intrinsic static word embedding eval-
uation tasks, such as word similarity and categorization, to a streaming setting. Finally,
we compare the performance of our framework using different hyperparameter settings and
discuss the results.

Our open-source library is available at https://github.com/dccuchile/rivertext. It
includes detailed documentation and examples to help users get started with the framework
quickly and easily. We believe that our framework will greatly benefit researchers and prac-
titioners in natural language processing, especially those working with large-scale streaming
text data.
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Chapter 1

Introduction

Human language, as an infinite source of information, has undergone numerous transforma-
tions throughout history. Moreover, with the advent of social media, the rate of change and
evolution has accelerated significantly [23], making it increasingly challenging to process and
comprehend all available data. Natural Language Processing [25] is a discipline that aims
to provide strategies and algorithms for understanding and to process human language from
various perspectives, including text analysis, speech recognition, language translation, and
sentiment analysis, among other applications. Thus, NLP plays a crucial role in making sense
of the vast information generated in today’s digital age.

A significant challenge in the field of NLP is the representation of text in mathematical
objects that are computationally tractable. Various approaches have been proposed to ad-
dress this issue. However, the most prevalent method is the utilization of representations
based on the distributional hypothesis [41]. The distributional hypothesis posits that words
that appear in similar contexts tend to have similar meanings. This suggests that the mean-
ing of words can be inferred through their contexts or, more specifically, through the words
that co-occur with them.

Word Embedding (WE) [6], a representation of the distributional hypothesis, has become
a fundamental component of NLP due to its exceptional ability to capture syntactic and
semantic language relations in a vector space. These models are generally classified into
two primary approaches: count-based approaches [91], also known as distributional models,
and word embedding or distributed models [63]. The former approach constructs a context
word matrix that counts the number of co-occurrences, while the latter relies on complex
neural network structures. Subsequent research has established the equivalence of these ap-
proaches [55], demonstrating that both methods effectively capture the underlying linguistic
regularities in text data.

However, the static nature of standard WE algorithms prevents them from incorporating
new words, such as hashtags or new brand names, and adapting to semantic changes in
existing words. For example, when unexpected events associated with an entity suddenly
occur (e.g., a scandal related to a public figure or a company may change its perceived
sentiment). Another scenario is when a given word acquires a new meaning in a particular
event; for example, the word “ukrop” changed from “dill” to “Ukrainian patriot” during the
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Russian-Ukrainian crisis [89]. To incorporate these changes into traditional WE, they must
be retrained or aligned with new models to incorporate knowledge from new text sources,
which is computationally inefficient.

The research community has proposed several methods for incremental learning in WE
to address the drawbacks in traditional approaches. However, these methods, such as the
incremental word context matrix (IWCM) [20], incremental skip-gram negative sampling
(ISG) [46, 61], and incremental hierarchical softmax [76], lack a unified and transparent
setup for comparison, hindering the examination and understanding of their quality and
performance. This lack of information is crucial for deploying these algorithms in real-world
NLP and applications.

In this thesis, we integrate these attempts into a new Python library called RiverText.
This resource aims to unify and standardize the aforementioned methods into an easy-to-use
toolkit. RiverText extends the interfaces provided by River [67], a machine-learning library
for data streams, by enabling continuous learning of word embeddings from text streams,
either from one instance at a time or from a mini-batch of [81] examples. In addition, it uses
PyTorch [72] as its backend for implementing neural networks.

RiverText (as well as River) is based on the stream machine learning paradigm [31, 81, 2],
which posits the following requirements for a learning algorithm [3, 69, 17]:

1. be able to process one instance (or mini-batch) at a time and inspect it (at most) once;

2. be able to process data with limited resources (time and memory);

3. be able to generate a prediction or transformation at any time;

4. is able to adapt to temporal changes.

In RiverText, we developed a standardized procedure to evaluate incremental WE meth-
ods to track the quality of embeddings throughout the stream. Our procedure performs a
periodic evaluation (e.g., after processing a certain number of text instances) of existing in-
trinsic WE evaluation tasks for word similarity and categorization. In addition, we perform a
comprehensive evaluation of three incremental WE methods: IWCM, ISG, and incremental
continuous bag-of-words (ICBOW).

The next sections detail the selected models’ technical problems and standardization
challenges.

1.1 Problem Statement

In recent years, the development of incremental techniques for generating word embeddings
[20, 46, 61, 76, 75] has garnered significant attention from researchers. These techniques are
specifically designed for processing streaming text data, characterized by theoretically infinite
text sequences [3]. Furthermore, unlike conventional batch learning approaches [102], incre-
mental techniques [31] enable the creation of word embeddings, making them advantageous
for real-time analysis.
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Despite significant progress in incremental word embeddings, the standardization of datasets
and implementation procedures remains challenging due to their continuous learning paradigm.
Furthermore, conventional evaluation criteria are not suitable for streaming scenarios, em-
phasizing the need for transparent evaluation criteria and benchmarking for incremental
representation techniques. Finally, the lack of user-friendly interfaces is another obstacle
that needs to be overcome for researchers and industry practitioners to effectively utilize
these techniques.

Given the increasing prevalence of streaming environments [69, 96], such as social media,
the demand for efficient and accurate incremental word embedding models [20, 46, 61, 76, 75]
and accessible frameworks for their application is growing. However, applying incremental
word embedding techniques to stream text data requires addressing several challenges. En-
suring the privacy and security of real-time data streams [101], adapting to multilingual or
code-mixed data streams [99], addressing the phenomenon of concept drift [95], and dealing
with noisy or unstructured data streams are among the significant challenges that need to
be considered.

That said, whether a standard and comprehensive framework can be created that incor-
porates all the previously outlined challenges remains uncertain.

1.2 Research Hypothesis

The thesis posits that by harnessing the shared characteristics and features of Incremental
Word Embeddings, it is possible to establish a standardized framework that aligns with
the instance and incremental batch paradigm. Additionally, the study proposes expanding
the intrinsic evaluation process to accommodate the unique challenges streaming text data
presents during the training phase.

1.3 Objectives

1.3.1 General Objectives

This thesis aims to comprehensively analyze and compare different incremental word vector
methodologies utilized for streaming text data, particularly in social media, as identified in
the current state-of-the-art literature [20, 46, 61, 76, 75]. The ultimate goal is to consolidate
these techniques into a cohesive, user-friendly framework for researchers and practitioners.
Moreover, this study proposes a periodic evaluation scheme to assess the effectiveness and
robustness of the proposed framework for long-term deployment in real-world scenarios. By
doing so, this thesis aims to contribute to advancing incremental word vector methodologies
and their practical applications in various fields.
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1.3.2 Specific Objectives

1. Propose and evaluate different incremental word embedding algorithms for training
text data in streaming scenarios, to improve the efficiency and effectiveness of these
models in handling large and dynamic text streams.

2. Design a unified framework that standardizes the proposed algorithms under an incre-
mental learning paradigm.

3. Propose an extension of the intrinsic evaluation task to evaluate the performance of the
incremental word embedding models in a streaming scenario, allowing for continuous
monitoring of the models over time.

4. Integrate the proposed unified framework of incremental word embedding techniques
and evaluation scheme into an open-source library to facilitate the reproducibility and
accessibility of the experiments conducted in this study.

5. Conduct a comprehensive comparative analysis of the performance of various incremen-
tal word embedding models using the extended intrinsic NLP tasks evaluation scheme
to assess the efficacy of the proposed algorithms under various streaming text data
scenarios.

1.4 Methodology

This section outlines the methodology employed to achieve the specific objectives of our
research. In summary, the study comprises the following steps:

1. Conducting a literature review of word embedding techniques under streaming ap-
proaches and incremental learning [20, 46, 61, 76, 75]. The selection of models will be
based on source code availability and the recency of publication [20, 46].

2. Performing a comprehensive literature review of evaluation methods for word embed-
dings, focusing on intrinsic NLP tasks such as similarities, analogies, and related metrics
[44, 33]. We will also investigate the software tools available for these tasks [86].

3. Reproducing the implementation of the existing models IWCM [20] and ISG [46] in
Python. This step aims to assess the performance of these models, understand their
key parameters, and analyze their outputs.

4. Familiarize ourselves with the core concepts of incremental learning, particular instance,
and incremental batch learning [81] to propose a common interface encompassing in-
cremental word embedding techniques under the streaming paradigm.

5. Designing an evaluation scheme that extends the traditional intrinsic NLP task for
static word embeddings, considering the specifics of streaming scenarios.

6. Develop a module incorporating the selected models and the new evaluation scheme
into a Python package.
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7. Conducting a comprehensive study of the incremental word embedding techniques to
understand their strengths and weaknesses under streaming scenarios, using the evalu-
ation scheme developed in step 5.

Overall, this methodology seeks to provide a rigorous and comprehensive evaluation of
the performance of incremental word embedding techniques in streaming scenarios and to
develop a framework that facilitates their application and implementation.

1.5 Research Outcome

To showcase the effectiveness of our proposed framework, we sent a paper titled “RiverText:
A Python Library for Training and Evaluating Incremental Word Embeddings from Text
Data Streams” that was accepted by the committee at the 46th International ACM SIGIR
Conference on Research and Development in Information Retrieval (SIGIR 2023)1. Our
paper provides an in-depth analysis of the performance of our proposed framework and
highlights its key advantages over traditional WE models.

The RiverText framework is specifically designed for training and evaluating incremental
Word Embeddings from text data streams. It is a departure from traditional static WE
models, as it follows an incremental methodology that is more efficient, adaptable, and
capable of handling large datasets.

Our paper details the key features of the RiverText framework, including its ability to
process data with limited resources, generate predictions or transformations at any time, and
adapt to temporal changes. We also conducted a benchmark study to showcase the frame-
work’s effectiveness, and our results demonstrate that RiverText outperforms traditional WE
models in terms of accuracy and efficiency.

Furthermore, we have made the RiverText framework available for download from its
official website2. The framework is easy to use and has been designed with scalability in
mind, making it suitable for large-scale applications. We encourage other researchers to use
the framework and continue to build on our work.

We believe that the RiverText framework represents a significant advancement in natural
language processing. We look forward to seeing how other researchers will use and build on
our work to further push the boundaries of this exciting area of research.

1.6 Outline

The rest of the thesis is organized as follows:

1https://sigir.org/sigir2023/
2https://dccuchile.github.io/rivertext/
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In Chapter 2, we comprehensively discuss the theoretical background and related work
that underlies our proposed methodology.

Chapter 3 presents the RiverText framework, which encompasses the models and evalu-
ation scheme we developed for our research. We detail the foundations of our methodology,
including its design principles, architecture, and model selection.

In Chapter 4, we discuss our experimental design and present the main results from our
benchmark of the RiverText models. We analyze the performance of our methodology across
a range of data sets and present insights gained from our experiments.

Chapter 5 delves into the implementation details of our framework and provides a com-
prehensive description of the code design. We discuss the libraries and tools we use and
provide guidelines for future developers who seek to utilize our approach.

Finally, in the concluding Chapter 6, we summarize our research findings and provide
insights into potential avenues for future work. We discuss the limitations of our approach,
suggest areas for improvement, and outline directions for future research.
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Chapter 2

Background and Related Work

This chapter provides an overview of the scientific disciplines related to this work. We
then delve into the core concepts of word representation and streaming learning, central
to this thesis. Next, we further explore the challenges the streaming problem poses in the
context of the word representation algorithms. Finally, we review the related work on word
representation in the streaming setting.

2.1 Scientific Disciplines

2.1.1 Artificial Intelligence

Artificial Intelligence (AI) is a scientific field that seeks to develop intelligent machines capable
of simulating human-like behavior. AI technology is leveraged to construct sophisticated
systems capable of solving complex problems and making real-time decisions. To this end, AI
employs various techniques, including machine learning, deep learning, predictive analytics,
natural language processing, and image processing, to analyze datasets and identify patterns
and correlations.

To be considered artificially intelligent, a system must possess, at a minimum, the follow-
ing capabilities (as described in [50]):

• Knowledge representation: the ability to store and maintain knowledge.

• Automated reasoning: the capacity to reason based on stored knowledge.

• Machine learning: the capability to learn from its environment, primarily through data
analysis.
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Figure 2.1: Here is a diagram illustrating the relationship between Artificial Intelligence,
Machine Learning, Computer Vision, Natural Language Processing (NLP), and Streaming
Learning.

2.1.2 Machine Learning

Machine learning [102] (ML) is a subfield of artificial intelligence that aims to develop algo-
rithms and models that enable computers to learn and improve from experience. Machine
learning algorithms use statistical techniques to automatically identify patterns and rela-
tionships in data without being explicitly programmed to do so. This allows machines to
make predictions or decisions based on the analyzed data. The field of machine learning has
rapidly evolved in recent years, driven by the availability of large amounts of data, powerful
computing resources, and innovative algorithm development.

Figure 2.2: Diagram of basic Machine Learning Pipeline.

Figure 2.2 depicts the standard machine learning pipeline comprising four primary phases.
The first phase is data processing, which performs all necessary transformations on raw data
to obtain a standardized output. The second phase is the training phase, where the model
is trained using input from the processed data to make predictions for a given task. The
evaluation phase then assesses the model’s effectiveness using quantitative methods. Finally,
once the model can provide accurate predictions for unseen data, it is deployed for use by
end-users.

The field of machine learning can be divided into several subdisciplines, including but not
limited to:

• Supervised learning [24] is one of the most common forms of machine learning. A
machine learning model is trained on labeled data in supervised learning, meaning
an expected output or label accompanies the input data. The model then uses this
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labeled data to predict new, unseen data. Supervised learning can be used for tasks
such as image classification, speech recognition, and natural language processing. This
approach is especially useful when there is a clear relationship between the input and
output data and when the training data is well-structured.

• Unsupervised learning [11], on the other hand, involves training a model on unlabeled
data and is tasked with identifying patterns or relationships within the data. This is
often used when there is no clear relationship between the input and output data or
when the data is unstructured. Examples of unsupervised learning include clustering,
anomaly detection, and dimensionality reduction. Unsupervised learning is also used
for tasks such as recommendation systems, where the goal is to identify patterns in
user behavior.

• Reinforcement learning [97] is another type of machine learning that involves training
a model through trial and error to make decisions in an environment where the model
receives feedback through rewards or punishments. Reinforcement learning is often
used in robotics, gaming, and control systems. Reinforcement learning aims to find an
optimal policy or decision-making process that maximizes the reward signal. Reinforce-
ment learning is a complex machine learning area requiring sophisticated algorithms
and a deep understanding of the problem domain.

2.1.3 Deep Learning and Feedfoward Neural Network

Deep learning [53] is a subfield of machine learning that uses artificial neural networks to
model and solve complex problems. It is characterized by its ability to process and learn from
large volumes of data and automatically extract hierarchical features. Deep learning models
comprise multiple layers of interconnected nodes, also known as artificial neurons [52], that
perform mathematical operations on the input data to generate outputs.

A feedforward neural network [12], also known as a multilayer perceptron (MLP), is a type
of deep learning model that consists of multiple layers of neurons arranged in a feedforward
manner. The input layer receives the input data, which is then processed by the hidden layers,
and the output layer generates the final output. Each neuron in a feedforward network is
connected to all the neurons in the previous and subsequent layers but not to neurons in the
same layer.

The neurons in a feedforward network perform a weighted sum of their inputs and apply
an activation function [88] to the result to generate their output. The weights and biases
of the neurons are learned during training using optimization algorithms such as stochastic
gradient descent (SGD) [8]. The training goal is to find the weights and biases that minimize
a given cost or loss function [94], which measures the difference between the predicted and
actual output. Once the network is trained, it can be used to make predictions on new,
unseen data.

Formally, it can be defined as:
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Figure 2.3: Diagram of a Multilayer Perceptron Network.

h⃗(0) = σ(W (0) · x⃗+ b⃗(0))

h⃗(i) = σ(W (i) · h⃗(I−1) + b⃗(i))

⃗̂y = softmax(σ(W (n) · h⃗(n) + b⃗(n)))

(2.1)

Where σ represents an activate function, commonly relu [85], or sigmoid [79].

2.1.4 Natural Language Processing

Natural Language Processing [60] (NLP) is an interdisciplinary field that combines computer
science, linguistics, and artificial intelligence to develop algorithms and models that enable
machines to understand, analyze, and generate human language. NLP draws upon the prin-
ciples of linguistics to understand the structures and patterns of human language. At the
same time, computational techniques such as machine learning and data science are used to
develop algorithms and models that can process natural language data. NLP has practical
applications in chatbots, sentiment analysis, machine translation, speech recognition, and
text summarization.

NLP tasks refer to the various problems that NLP seeks to solve, which can be broadly
classified into three main groups:

• Text classification: An NLP task categorizes [51] a given text into predefined categories
or classes based on its content. NLP models use supervised learning algorithms trained
on labeled examples to learn the relationship between the input text and the corre-
sponding categories. The trained model can then classify new, unlabeled text based
on its content. Text classification has numerous practical applications, such as spam
filtering, sentiment analysis, topic modeling, and language identification.
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• Sequence Labeling: An NLP task [4] that involves assigning a label to each element of a
sequence of tokens, such as words or characters, in a given text. Sequence labeling aims
to identify and classify each token based on its context within the sequence. This task
is commonly performed using machine learning models, such as Hidden Markov Models
[27] and Conditional Random Fields [90], trained on labeled examples. Sequence label-
ing has various applications in NLP, such as named entity recognition, part-of-speech
tagging, and chunking. For example, named entity recognition involves identifying and
classifying entities in text, such as people, organizations, and locations. In contrast,
part-of-speech tagging involves assigning a grammatical category to each word in a
sentence, such as a noun, verb, or adjective.

• Sequence to sequence: an NLP task that involves mapping a sequence of tokens from one
domain to another. Sequence-to-sequence aims to generate an output sequence with
a different representation but maintains the same underlying meaning as the input
sequence. Sequence-to-sequence models are typically implemented using Recurrent
Neural Networks [53], such as Long Short-Term Memory [38] and Gated Recurrent
Unit [26] networks. Sequence-to-sequence models have a wide range of applications in
NLP, such as machine translation, text summarization, and conversational agents. For
example, machine translation involves mapping a sequence of words in one language to
a sequence of words in another. In contrast, text summarization involves generating a
shorter summary of a longer text sequence.

Several approaches have been proposed to solve these NLP tasks from different perspec-
tives:

• Rule-based systems [42] rely on predefined rules and patterns created by domain experts
to understand and analyze natural language. These rules and patterns are designed
to capture specific linguistic features of the input text, such as syntax, semantics, and
discourse, and use them to perform various NLP tasks. One of the main drawbacks of
rule-based systems is that they require significant manual effort to design and maintain
the rules, making them inflexible and difficult to scale.

• Classical machine learning algorithms [45] are commonly used in NLP to build models
that can learn patterns and relationships in data and perform various NLP tasks.
These algorithms typically require a large amount of labeled training data, which can
be time-consuming and costly. Additionally, feature engineering is often required to
extract relevant features from the input text, which can be a manual and error-prone
process. One of the main drawbacks of classical ML algorithms in NLP is that they
may struggle with the ambiguity and variability of human language, making them less
effective in certain contexts. However, these algorithms can be powerful tools when
applied appropriately and achieve high accuracy in various NLP tasks.

• Deep learning [53] has revolutionized the field of NLP, with many state-of-the-art re-
sults achieved using deep learning-based architectures. These architectures include re-
current neural networks, convolutional neural networks, encoder-decoder models, and
transformers. For example, domain-specific, character-level, and contextual word em-
beddings are often used to represent words as numerical values. Deep learning elimi-
nates the need for hand-crafted rules or features, as the models can automatically learn
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the relevant patterns and relationships from the data. However, deep learning models
require large amounts of data and computing resources to achieve high performance,
and their lack of interpretability can make it challenging to understand their decisions.
Despite these challenges, deep learning methods continue to advance the field of NLP
and offer exciting opportunities for future research.

• Large language models [64] have emerged as a recent NLP breakthrough. These models
use deep learning techniques to train neural networks on massive amounts of text data,
enabling them to generate human-like language and perform various NLP tasks such as
translation, summarization, and question-answering. Unlike traditional deep learning
models, trained on specific tasks, these models can perform multiple tasks with a single
architecture, making them more versatile. However, large language models require
enormous training data and computing power, making them expensive to develop and
maintain. Furthermore, concerns have been raised about the potential environmental
impact of training such large models and ethical considerations related to the potential
misuse of the generated text. Nonetheless, using large language models is an exciting
area of research in NLP and is expected to continue advancing the field.

2.1.5 Incremental and Streaming Learning

Incremental learning [2] is a machine learning technique that enables a model to learn from
new data without retraining the entire model from scratch. Instead, this approach updates
the existing model with new data and knowledge, allowing it to improve gradually and adapt.
It is particularly useful when dealing with large or constantly changing datasets, as it reduces
the computational resources required for training and updating the model.

Streaming learning [36] is a specific type of incremental learning dealing with data arriving
in a continuous stream, such as sensor data or social media feeds. With streaming learning,
the model is updated in real-time as new data arrives, allowing it to adapt and learn from the
most recent information. This approach is especially beneficial for applications that require
real-time decision-making or immediate responses to changing data patterns.

Figure 2.4: Streaming Learning Pipeline.

12



Figure 2.4 illustrates the streaming and incremental learning pipeline, similar to the static
machine learning pipeline, in the three main data processing, training, and evaluation phases
shown in Figure 2.2. The difference is that these phases work concurrently and continuously
in streaming and incremental learning, as the data streams without an end.

One of the main challenges in streaming learning is dealing with the high volume and ve-
locity of data that needs to be processed and analyzed. Specialized algorithms and techniques
have been developed to address this challenge, such as online clustering [10] and feature se-
lection [93]. These techniques enable the model to efficiently update and adapt to new data
while minimizing the computational resources required.

Concept drift [95] is a phenomenon that occurs when the statistical properties of the
target variable or data distribution change over time. For example, this can happen when
the underlying data-generating process changes due to external factors such as seasonal vari-
ations, new trends, or shifts in customer behavior. Detecting and adapting to concept drift
is crucial in incremental learning as it can significantly impact the model’s performance.

Data streams [3] refers to a continuous and unbounded flow of data that arrives sequen-
tially over time, often in high volume and velocity. Streaming learning is particularly relevant
in data streams, where models must adapt and learn from new data in real time to maintain
their accuracy and relevance. Formally, a data stream is any ordered pair (s,∆) where:

• s is a sequence of tuples and

• ∆ is a sequence of positive real-time intervals.

2.1.6 Instance and Batch Incremental Learning

Instance incremental learning and incremental batch learning are two approaches [81] to
incremental learning.

Instance incremental learning [81, 67] is a type of incremental learning where the model
is updated with each new data instance. In other words, the model is trained on each new
data point as it arrives, and the parameters are updated in real-time. This approach is
useful in applications where new data arrive frequently, and the model must adapt quickly.
However, instance incremental learning can be computationally expensive as the model has
to be retrained on each new data instance.

Batch incremental learning [22] is a type of incremental learning where the model is
updated with batches of data instead of individual instances. The model is trained on a
batch of data, and the parameters are updated based on the average of the gradients from the
batch. This approach is more efficient than instance incremental learning as the model only
needs to be updated periodically, reducing the computational resources required. However,
incremental batch learning may not be as responsive to changes in the data as instance,
incremental learning, as the model is updated less frequently.
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2.2 Word Representation

In NLP, representing words as mathematical objects that machine learning algorithms can
process is a crucial challenge due to the inherently unstructured nature of natural language
text. As a result, vector representations of words and documents have become a popular
solution to this problem. Nonetheless, the problem of text and document representation is
an ongoing area of research with various techniques proposed to address it, each with its
advantages and disadvantages.

In the subsequent sections, we review different text and document representation ap-
proaches. We commence by discussing the classic bag of words model, which represents
documents as a frequency count of the words they contain. However, this model has sig-
nificant semantic limitations, such as its inability to account for the order and context of
words. Subsequently, we delve into how distributional representations address these issues
by representing words as vectors based on the distributional hypothesis that words used in
similar contexts have similar meanings.

2.2.1 One Hot Representation

One hot text representation is a binary encoding method for representing textual data. In
this encoding scheme, each word or token in a corpus is represented by a unique binary vector
where only one element of the vector is set to 1 while all other elements are set to 0. The
length of the vector is equal to the vocabulary size, which is the total number of distinct
words or tokens in the corpus. For example, if a corpus has a vocabulary of 10,000 words,
each word will be represented by a vector of 10,000.

Representing a document in this model involves computing the vector representation for
each word in the document and then taking the average to obtain a single vector representa-
tion. Formally, let a document be a set of words {w1, w2, ..., wm} ∈ D, where m is the length
of the document. Suppose we have a dataset of n documents {d1, d2, ..., dn} ∈ D, where |V | is
the number of distinct words or tokens in the vocabulary (which we will denote by V ). The
model consists of vectors v ∈ R|V |, where each vector dimension is a one-hot encoded-word
vector. For example, we can see how the word dog would be represented in formula 2.2:

v⃗ =



ant
...
...
cat
dog

dinosaur
...

zebra


→



0
...
...
0
1
0
...
0


(2.2)

Then, to represent each document di ∈ D, the one-hot vector for each word in di is
averaged, as shown in the formula 2.3:
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v⃗ =
1

|D|

|D|∑
vi∈D

vi (2.3)

One advantage of the one-hot encoding technique for representing text is its ability to
accommodate documents of varying lengths in a unified vector space. However, a major
drawback of this approach is its inability to capture semantic and syntactic relationships be-
tween words and documents. Furthermore, when the vocabulary size is large, the resultant
high-dimensional vectors pose computational challenges for many machine learning models,
as processing such vast amounts of data demands significant computational resources. These
limitations have motivated the development of alternative techniques, such as word embed-
dings, which offer more efficient and meaningful representations of textual data, which will
be discussed below.

2.2.2 Distributional Hypothesis and Distributional Representations

As we point out in the last section, the one-hot representation is a widely used technique for
document representation due to its simplicity and efficiency in capturing the vocabulary of
a document set. However, this technique has a fundamental limitation: the representations
do not capture the meaning of words, preventing the computation of relationships between
them. For instance, the one-hot representation of ”cat” is entirely different from that of
”dog” or ”pizza,” even though ”cat” and ”dog” are both animals. This means the model
cannot recognize any underlying relationship between these words based on their meanings,
thus restricting its utility for a range of natural language processing tasks.

The Distributional Hypothesis [41] has emerged as a potential solution to address this
issue. This hypothesis posits that words with the same context tend to have similar meanings
or connotations. Alternatively, a word can be characterized by the other words with which it is
commonly associated. This idea has led to the development of Distributional Representations,
which encode the meaning of words by capturing their context in vectors.

One popular method for creating Distributional Representations is using word-context
matrices. In a large text corpus, these matrices capture the frequency of co-occurrences
between words and their context.

2.2.3 Word Context Matrices

Word-context matrices are a class of models that aim to capture the distributional properties
of words by leveraging the co-occurrences between them. Essentially, each row in the matrix
represents a word, while each column represents a context word. Therefore, each entry in
the matrix’s (i, j) position reflects the degree of association between a word and its context.
This matrix thus serves as a comprehensive record of the distributional patterns of words in
a corpus. Analyzing these patterns makes it possible to derive meaningful representations of
words that capture their semantic relationships with one another.
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Co-ocurrence counts

One approach to computing the strength of association between a target word wi and the
words in its context cj is to count their co-occurrences across all documents in the corpus [91].
In this method, the context is defined as a window of words surrounding the target word, and
its size, k, is a parameter that the user can set. If the context’s vocabulary is the same as
the target words, the resulting word-context matrix will be size |V | × |V |. Specifically, each
word is represented as a sparse vector in a high-dimensional space, where the dimensionality
corresponds to the vocabulary size. The vector represents the weighted bag of contexts in
which the word appears.

For example, the Table 2.1 represents a word-context matrix for three documents:

• I like dogs.

• I like burgers.

• I have a dog.

Table 2.1: Example of a word-context matrix

I like dogs burgers have a dog
I 0 2 0 0 1 0 0

like 2 0 1 1 0 0 0
dogs 0 1 0 0 0 0 0

burgers 0 1 0 0 0 0 0
have 1 0 0 0 0 1 0

a 1 0 0 0 1 0 1
dog 0 0 0 0 0 1 0

It is important to note that the number of contexts for a given target word is generally
defined by a user parameter called the window size. For example, in Table 2.1, the window
size was set to one, capturing the context of one word to the left and one to the right of each
target word.

In the example presented in Table 2.1, the vectors associated with the words “dog” and
“burgers” are the same, despite representing different things. This is a consequence of the
distributional hypothesis, which suggests that words that tend to appear in similar contexts
have similar meanings. However, this issue can be addressed by adjusting the window size
and working with larger documents.

The count-based word-context matrix method effectively understands the semantic rela-
tionships between words based on their contexts. However, the method heavily relies on word
frequencies in a corpus, which can result in unbalanced vectors. This is because common
words such “and, “to,” and “the” tend to capture a large number of contexts, even though
they are not the most informative words in the corpus. As a result, word-context pairs like
“a dog” and “the dog” receive greater importance in the model than more descriptive pairs
like ”big dog” and ”black dog,” which paradoxically convey more information.
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To address this issue, we discuss the Positive Point-Wise Mutual Information.

Positive Point-Wise Mutual Information

Pointwise Mutual Information (PMI) is a statistical measure that captures the strength of the
association between two words in a corpus. PMI is calculated by comparing the probability
of the co-occurrence of two words with their probabilities, which is given by the formula 3.1:

PMI(x, y) = log2

(
P (x, y)

P (x)P (y)

)
(2.4)

Where:

• x represents a target word.

• y represents the context associated to x.

• P (x, y) the probability of the co-occurrence of x and y.

• P (x) the probability of x.

• P (y) the probability of y.

However, for a given corpus of text, the formula 3.1 can be reformulated to:

PMI(w, c) = log2

(
count(w, c) · |D|

count(w) · count(c)

)
(2.5)

The values count(w, c), count(w), and count(c) represent the number of times a word-
context pair (w,c), the word w, and the context word c appear in the corpus, respectively.
The symbol |D| represents the total number of tokens in the corpus.

Positive Pointwise Mutual Information (PPMI) is a PMI variant that addresses unbal-
anced vectors in the count-based word-context matrix method. PPMI assigns higher weights
to rare word-context pairs and lower weights to common ones. This is achieved by subtract-
ing the logarithm of the probability of a word-context pair occurring by chance from the
logarithm of its observed frequency.

Since PPMI is a variant from the formula 2.5 is calculated as follows:

PPMI(w, c) = max(PMI(w, c), 0) (2.6)
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The max function ensures that negative values are set to zero, eliminating the influence
of negatively correlated pairs.

Using PPMI, rare word-context pairs that convey more information about the meaning
of words receive higher weights, while frequent, less informative pairs receive lower [25].
This results in a more balanced and informative word-context matrix, which can be used
to train better machine learning models for natural languages processing tasks such as text
classification, sentiment analysis, and machine translation.

Problems of the word-context matrix methods

While word-context matrices provide better semantic representations than one-hot vectors,
they suffer from the challenge of high dimensionality. Working with and storing these ma-
trices is memory-intensive, and self-learning classification models struggle with such high-
dimensional inputs.

To address this issue, dimensionality reduction techniques such as Principal Component
Analysis [1] can reduce the representations’ dimensionality.

Principal Component Analysis

Principal Component Analysis (PCA) [1] is a widely used technique for dimensionality re-
duction in machine learning. Its goal is to find a lower-dimensional representation of a
high-dimensional dataset that captures the most important information.

Given a dataset X ∈ Rn×p with n data points and p features, the PCA algorithm can be
described as follows:

First, the data is normalized by subtracting the mean vector µ⃗ ∈ Rp from each feature so
that the data is centered around 0:

X̄ = X − µ⃗

Next, the covariance matrix of the normalized data is calculated, which measures the
degree to which the features co-vary:

C =
1

n− 1
X̄T X̄

The eigenvectors u⃗1, u⃗2, . . . , u⃗p of the covariance matrix C are then computed, along
with the corresponding eigenvalues λ1, λ2, . . . , λp. These eigenvectors represent the principal
components of the data, and the eigenvalues represent the variance of the data in the direction
of the eigenvectors:
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Cui = λiu⃗i, i = 1, 2, . . . , p

The eigenvectors are usually sorted in descending order based on their corresponding
eigenvalues so that the first few eigenvectors capture the most important information in the
data.

Finally, the lower-dimensional representation of the data can be obtained by projecting
the normalized data onto the first k eigenvectors:

Z = X̄Uk,

where Uk = [u⃗1, u⃗2, . . . , u⃗k] is the matrix containing the first k eigenvectors, and Z ∈ Rn×k

is the resulting lower-dimensional representation of the data.

It is important to note that traditional PCA follows a batch-learning approach, which may
not be suitable for streaming environments. In such scenarios, Incremental PCA [9] plays
a more prominent role in dimensionality reduction, as it considers sources of information in
the form of data streams. This algorithm will be important in the next chapters.

Incremental PCA

Incremental PCA [83] is a variation of the traditional PCA algorithm that allows for efficient
computation of principal components in scenarios where the data arrives in a stream or when
dealing with large datasets that cannot fit entirely in memory.

In the traditional PCA, the entire dataset is required to compute the covariance matrix,
which can be computationally expensive and memory-intensive for large datasets. Incre-
mental PCA addresses this limitation by processing the data incrementally, one mini-batch
or data instance at a time, and updating the principal components iteratively as new data
arrives.

Generally, the incremental PCA algorithm typically follows these steps:

• Initialize: Start with an initial estimate of the principal components. This can be an
empty set or a reduced-rank approximation obtained from a smaller subset of the data.

• Stream data: Process the data in small batches or individual instances. For each
batch, update the estimates of the principal components based on the new data.

• Update covariance matrix: Compute the covariance matrix incrementally using the
new batch data and update the running estimates of the principal components.

• Compute principal components: Use the updated covariance matrix to compute
the principal components. This can be done using singular value decomposition (SVD)
[40] or eigenvalue decomposition.
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• Repeat: Stream the data, update the covariance matrix, and recompute the principal
components until convergence or a desired number of iterations.

One advantage of incremental PCA is that it can handle streaming data or large datasets
with limited memory resources. In addition, it avoids storing the entire dataset in memory,
making it more scalable and suitable for real-time applications.

However, it’s important to note that incremental PCA may introduce some approximation
errors compared to the traditional PCA algorithm that operates on the entire dataset. This
is because the approximation quality depends on the mini-batch size and the number of
iterations performed during the streaming process.

Another direction the natural language processing community has taken is to use dis-
tributed representations. These representations encode meaning in a lower-dimensional space,
with each dimension representing a specific semantic feature. Distributed representations en-
able the efficient processing of large amounts of text and are now commonly used in neural
network-based models for various natural language processing tasks.

2.2.4 Distributed Representation or Word Embeddings

Distributed representations [63], also known as word embeddings, are a collection of models
that capture the meaning of words by mapping them to dense, continuous vectors with low
dimensionality. These vectors are based on the distributional hypothesis, meaning that they
represent words based on their contextual usage. Therefore, words frequently appearing in
similar contexts will have similar vector representations.

Word embeddings are typically trained using neural networks on large corpora of docu-
ments. During training, the semantic meaning of words is spread across the dimensions of the
vectors, creating distributed representations. Although the dimensions of these vectors are
not easily interpretable, these models are generally more powerful than previous count-based
models.

Despite their lack of interpretability, word embeddings have become a central component
in many systems due to their ability to improve performance on various NLP tasks. Their
success has led to the development of many different algorithms for training word embeddings
and incorporating them into NLP models.

Obtaining Word Embedding Models

There are two main approaches for obtaining word embeddings:

1. Embedding layers: This approach uses an embedding layer in a task-specific neural
network architecture trained from labeled examples, such as sentiment analysis. This
approach allows the embeddings to be explicitly optimized for a downstream task.
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2. Pre-trained word embeddings: This approach involves creating an auxiliary predictive
task from unlabeled corpora, such as predicting the next word in a sentence, in which
word embeddings will naturally arise from the neural network architecture. Large-scale
pre-trained language models like OpenAI GPT and BERT are particularly effective
at this approach. The resulting embeddings can then be used in downstream tasks,
possibly with fine-tuning.

These approaches can be used in isolation but can also be combined. For example, one
can initialize an embedding layer of a task-specific neural network with pre-trained word
embeddings obtained with the second approach. This can improve the model’s performance,
especially when limited to labeled training data.

Word2Vec

Word2Vec is a neural network-based model for learning distributed representations of words.
It was developed by Mikolov et al. [63]. The model is trained on large amounts of text data
to learn vector representations of words in a continuous vector space, where each dimension
represents a particular feature.

Word2Vec uses two architectures for learning word embeddings: Continuous Bag-of-
Words (CBOW) and Skip-gram [63]. In the CBOW architecture, the model predicts the
current word given a context of surrounding words. In contrast, in the Skip-gram architec-
ture, the model predicts the surrounding words given the current word. Both architectures
use a shallow neural network with a single hidden layer to learn the vector representations.

The optimization method used in Word2Vec is based on SGD [8]. The objective function
is to maximize the likelihood of the observed word-context pairs in the training data. This is
achieved by minimizing the negative log-likelihood [73] of the observed pairs. The negative
log-likelihood is equivalent to the cross-entropy loss [56] between the predicted and observed
probabilities of the word-context pairs.

To speed up the training process and reduce memory requirements, Word2Vec uses a
technique called negative sampling [35]. Negative sampling involves randomly selecting a
small number of negative samples for each observed word-context pair and updating the
model only on these pairs. This is more efficient than updating the model on all possible
word-context pairs, which can be computationally expensive.

Another optimization method used in Word2Vec is hierarchical softmax [68]. Hierarchical
softmax reduces the computational complexity of computing the softmax probability distri-
bution by organizing the vocabulary into a binary tree. This allows for faster computation
of the probability distribution and faster model training.

It is worth noting that the term ”Word2Vec” is often used interchangeably to refer to both
the software and the pre-trained models provided by its creators. The pre-trained Word2Vec
embeddings available for use are based on the skip-gram model with negative sampling, one
of the two architectures used by Word2Vec to learn word embeddings.
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Skip-Gram Model

The skip-gram model [63] is a popular technique used in natural language processing to
generate word embeddings. It involves training a shallow neural network that consists of
a single hidden layer with no activation function. Next, the network is trained to predict
the context words (words in a context window) given a central word that shifts along the
training corpus. During training, the network learns co-occurrence statistics between central
and context words. When the training process is finished, the resulting neural network
weights are used as vectors for the token inside a vocabulary.

Figure 2.5: Diagram of Skip-Gram model.

In Figure 2.5, we have a high-level description of the skip-gram architecture. Subsequently,
we will delve into the architecture and training process.

The neural network takes as inputs the central word and the surrounding words within
a fixed window size of k. Each word in the vocabulary of size V is represented as a one-hot
encoded vector, which serves as the input and output layer of the network. The hidden layer
comprises N neurons with |V | parameters, one for each possible input word.

The output layer has |V | neurons, each with N weights, corresponding to the possible
output words in the vocabulary. The activation function used in the output layer is softmax,
which computes the probability distribution over all possible output words given the input
word.

The entire training corpus is used to iterate over central words and their context windows
to train a neural network for learning word embeddings. The central word and hidden
layer information are then used to predict the context words. Finally, these predictions are
compared to the actual context words to adjust the network weights via backpropagation
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[8]. This training process aims to create a useful and meaningful distributed representation
of the words in the corpus.

After training, the hidden layer weight matrix is extracted as the word embeddings. These
embeddings capture relationships between words in the corpus and can be used as features for
various natural language processing tasks, such as language modeling and text classification.
Using word embeddings can significantly enhance the efficiency and accuracy of such tasks.

While the output weight matrix does contain contextual information about the words, it
is often not used in this model. Instead, it is discarded or used for other purposes, such as
clustering analyses or word similarity calculations.

Let’s consider a document corpus consisting of a sequence of words: w1, w2, w3, ..., wt,
and a size window k. We use the letter w to represent the target word, and the letter c to
represent the context words. For instance, the words in the context c1 : k of the target word
wt are denoted by (wt−k/2, wt−1, wt+1, ..., wt+k/2) (assuming k is even).

The Skip-gram model aims to maximize the average log probability of the context words
given the target words. In other words, the model tries to learn how likely it is for each
context word to appear in the vicinity of the target word, which is given by the formula 2.7:

LSG = − 1

n

n∑
i=1

n∑
|j|≤c

log p(wi+j|wi) (2.7)

Where wi is a target word, and wi+j is a context word, the context words are obtained
by shifting a sliding from left to right a window of size 2w. The expression log p(wi+j|wi)
represents the probability that the word wi+j is a context of the word wi.

p(wi+j|wi) =
exp(⃗twi

· c⃗wi+j
)∑

w∈V exp(⃗twi
· c⃗w)

(2.8)

Where t⃗w and c⃗w represent the target and context words, V represents the vocabulary
set.

While maximizing the above function is believed to lead to good embeddings, it poses a
significant computational challenge. The reason is that computing P (cj|w) is computationally
expensive since the summation over all context words, which is typically a large number,
involves the exponential function exp(⃗twi

· c⃗w).

To overcome this challenge, the skip-gram model has two variations: hierarchical softmax
and negative sampling. This thesis will only describe negative sampling, while hierarchical
softmax will not be discussed.
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Skip-Gram with Negative Sampling

The Skip-gram model with Negative Sampling [34, 63] is a neural network architecture that
learns high-quality word embeddings from a large corpus of text data. The objective of this
model is to predict the context words given a target word or vice versa.

In the Skip-gram model with Negative Sampling, a target word is represented by a vector
of real-valued numbers, called an embedding. Similarly, each context word is represented by
a separate embedding vector. During training, the model learns to update these embeddings
to maximize the probability of correctly predicting the context words for a given target word
or vice versa.

To achieve this, the model uses negative Sampling to distinguish between “good” and
“bad” word-context pairs. For a given target word, the model randomly samples a small
number of negative examples (i.e., words that do not appear in the context of the target
word).

The probability of a word-context pair (w, ci) being positive or negative is determined
using a sigmoid function:

P (C = 1|w, ci) =
1

1 + exp(⃗tw · c⃗wi
)

(2.9)

where c⃗wi
and t⃗w are the embeddings of the context word c and the target word w,

respectively, the dot product of these embeddings is transformed into a probability score
using the sigmoid function.

The objective function to be optimized is to maximize the probability of correctly clas-
sifying positive examples as positive and negative examples as negative. This function is
computed using the following formula:

LSG = − 1

n

n∑
i=1

n∑
|j|≤c

ψ+
wi,wi+j

+ kEv∼q(v)[ψ
−
wi,v

] (2.10)

Where ψ+
w,v = log σ(⃗tw · c⃗v) and ψ−

w,v = log σ(−t⃗w · c⃗v). σ(x) correspond to the sigmoid
function. The negative samples are drawn from a probability distribution q(v) called the
unigram table. This distribution q(v) is built from a corpus according to the frequency
f(v) for each v in V , therefore q(v) ∝ f(v)α. α is a smoothing parameter between 0 and 1
(0 < α ≤ 1).

The first term in the objective function 2.10 aims to maximize the probability of correctly
classifying positive examples. In contrast, the second term aims to minimize the probability
of incorrectly classifying negative examples. The embeddings are updated during training
using backpropagation to maximize this objective function 2.10.
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Continuous Bag of Words

The Continuous Bag-of-Words (CBOW) [34, 63] model is a neural network architecture that
learns high-quality word embeddings from a large corpus of text data. The objective of this
model is to predict a target word given the context words surrounding it.

In the CBOW model, each word is represented by a vector of real-valued numbers, called
an embedding. For example, let the vocabulary size be V and wi be the ith word in the
vocabulary. Then, the embedding for the ith word is a d-dimensional vector denoted as vi.

Given a target word wt and its context words ct−m, ..., ct−1, ct+1, ..., ct+m, where m is the
context window size, the objective of the CBOW model is to maximize the probability of
correctly predicting the target word for a given context. To achieve this, the model takes the
embeddings of the context words as inputs and computes the average of these embeddings.
The resulting vector is then passed through a feedforward neural network with a single hidden
layer, which outputs a probability distribution over all the words in the vocabulary. In Figure
2.6, we have a high-level description of the CBOW architecture.

Figure 2.6: Diagram of CBOW model.

Formally, let c⃗ be the context vector computed as the average of the embeddings of the
context words (i.e., c⃗ = 1

2m

∑2m
i=1 vt−m+i), where vi is the embedding vector of the ith context

word. The probability distribution over the vocabulary is then computed as follows:

P (wt|wt−m, ..., wt−1, wt+1, ..., wt+m) = softmax(Uc+ b) =
exp(uTwt

c+ bwt)∑V
i=1 exp(uTi c+ bi)

(2.11)
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Where U ∈ R|V |×d is a matrix of weights, b⃗ ∈ R|V | is a bias vector, ui is the ith row of
U , and bi is the ith element of b⃗. The softmax function converts the neural network output
into a probability distribution over all the words in the vocabulary.

The objective function to be optimized is to maximize the probability of correctly predict-
ing the target word given its context. This function is computed using the following formula
2.12:

L = − logP (wt|ct−m, ..., ct−1, ct+1, ..., ct+m) (2.12)

During training, the objective function is optimized through backpropagation to update
word embeddings. However, CBOW and Skip-Gram models encounter similar computational
issues when processing large vocabularies. Therefore, CBOW can also be optimized through
Negative Sampling and hierarchical softmax discussed previously.

2.2.5 Other methods

GloVe

The GloVe (Global Vectors) [77] method is a word embedding technique that combines the
advantages of both word-context matrix and distributed embedding methods. It is based on
the observation that ratios of word-word co-occurrence probabilities have a semantic meaning
and can be used to learn word embeddings.

The first step in the GloVe method is to create a word-context matrix that captures the
co-occurrence probabilities of words in a given context window. Let X be a word-context
matrix of size V × V , where V is the vocabulary size. Each entry Xij of the matrix is the
number of times word j appears in the context of word i.

The second step is to define a word embedding function that maps each word wi to a
low-dimensional vector v⃗i. Let v⃗i be the embedding vector of word i, and let u⃗j be the context
vector of word j. The aim is to find the embeddings such that the dot product of a word
and its context vector is proportional to the log of their co-occurrence probability:

u⃗Tj v⃗i ∝ log(Xij)

The GloVe method introduces a weighting function f(Xij) that assigns a weight to each
co-occurrence count to achieve this goal. The weighting function is defined as follows:

f(Xij) =

{
(Xij/xmax)α if Xij < xmax 1

otherwise

where xmax is a maximum co-occurrence count, and α is a weighting parameter that
controls the weight given to rare vs. frequent co-occurrences. The choice of xmax and α
depends on the specific application and can be determined through experimentation.
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Using this weighting function, the GloVe method defines a loss function that measures
the difference between the dot product of a word and its context vector and the logarithm of
their co-occurrence probability:

J(u⃗j, v⃗i, b⃗j, b⃗i) = f(Xij)(u⃗Tj v⃗i + b⃗j + b⃗i − log(Xij))2

where b⃗i and b⃗j are bias terms for word i and context word j, respectively. The goal is to
minimize this loss function using gradient descent to learn the word and context embeddings.

2.3 Intrinsic NLP Tasks

Evaluating the quality of word embeddings poses a significant challenge due to various factors,
and there is currently no standardized evaluation methodology in place. The field of word
embedding is still open, and researchers are continuously working to develop more reliable
and standardized methods for evaluating their performance. Some of the reasons why it is
not straightforward to evaluate word embeddings include the following:

1. Lack of gold standards: No universally accepted gold standard for evaluating word
embeddings exists. Different evaluation metrics and datasets may be appropriate for
different tasks, and researchers may have different opinions on which metrics are most
important. This can make it difficult to compare the performance of different word
embedding models.

2. Context dependency: Word embeddings depend highly on the context in which they are
learned and used. Therefore, their quality may vary depending on the text corpus used
for training, the parameters used for the model, and the specific context in which they
are applied. Defining what constitutes a “good” word embedding model is challenging.

3. Difficulty in defining what word embeddings should capture: There is no clear con-
sensus on what word embeddings should capture. While some researchers focus on
capturing semantic relationships between words, others may be more interested in cap-
turing syntactic relationships. Defining what constitutes a “good” word embedding
model can be difficult.

4. Subjectivity: The evaluation of word embeddings can also be subjective, as different
researchers may have different criteria for evaluating the quality of word embeddings
based on their research interests and goals.

5. Dependence on downstream NLP tasks: In many cases, the performance of word em-
beddings may be evaluated by their performance on downstream NLP tasks such as
sentiment analysis or text classification. However, the performance of these tasks may
be influenced by factors other than the quality of the word embeddings themselves,
such as the quality of the training data or the specific algorithms used for the task.

There are two main categories of evaluation schemes for word embeddings: extrinsic and
intrinsic evaluation. In extrinsic evaluation, word embeddings are utilized as input features
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for a downstream task, and the resulting changes in task-specific performance metrics are
measured. Examples of such tasks include part-of-speech tagging and named-entity recogni-
tion, which are not the focus of this thesis. On the other hand, intrinsic evaluation involves
directly testing for syntactic or semantic relationships between words. These tasks typically
entail selecting a predefined set of query terms and evaluating the corresponding semantically
related target words.

This thesis focuses on evaluating word embeddings through intrinsic NLP tasks. These
tasks can be classified into four categories:

• Relatedness o word similarity: Word similarity [32] measures the degree of relat-
edness or likeness between two words. It is often calculated based on the similarity of
their word embeddings, which are vector representations of words learned from a large
corpus of text. For example, consider the words “car” and “automobile.” These two
words have a high degree of similarity, as they refer to the same type of vehicle. When
represented as word embeddings, the “car” and “automobile” vectors would have a high
cosine similarity, indicating their semantic similarity. On the other hand, the words
“car” and “banana” have a low degree of similarity, as they are unrelated in meaning
and would have dissimilar word embeddings.

• Analogy: The word analogy task evaluates word embeddings by testing their ability to
capture semantic relationships between words through arithmetic operations on their
embedding representations. The task involves solving analogies like “a is to b as x is
to y,” where a, b, x, and y are different words. The most famous example of this task
was demonstrated by Mikolov et al. [18], who showed that by operating “king - man
+ woman” on the embeddings of these words, the resulting vector was most similar to
the embedding of “queen.”

• Categorization: The categorization task [44] involves clustering words based on their
semantic meaning to group them into different categories. This is accomplished by
clustering the corresponding word vectors of all the words in a given dataset and then
evaluating the purity of the resulting clusters concerning the labeled dataset.

• Selectional preference: The selectional preference task [33] focuses on determining
the typicality of a noun for a given verb, either as a subject or as an object. For
instance, in the sentence “people eat,” the noun “people” is a typical subject for the
verb “eat,” whereas in the sentence “we rarely eat people,” the noun “people” is not a
typical object for the verb “eat.”

2.4 Streaming in Word Embedding models

Streaming learning in word embeddings models [20, 46, 61, 76, 75] involves continuously
updating the word embeddings as new data becomes available. This is achieved through
incremental updates to the embedding vectors based on each new data point. This approach
has several advantages over traditional, offline word embedding models such as:
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• Adaptability to changing data: Streaming learning allows the model to adapt to changes
in the data distribution over time. This means the embeddings can remain relevant
and accurate even as new words and phrases enter the language.

• Real-time processing: Streaming learning enables real-time data processing, allowing
the model to handle large volumes of data as they arrive.

However, streaming learning in word embeddings models can also pose some challenges:

1. Memory and computational requirements: As the model continuously updates its em-
beddings, it requires additional memory and computational resources to store and pro-
cess the data. Making the model slower and more computationally intensive [22].

2. Concept drift: Streaming learning models may experience concept drift [95], where
the meaning of a word changes over time. For that reason, the embeddings become
outdated or inaccurate.

3. Data imbalance: Streaming learning models may also be affected by data imbalance
[57], where certain words or phrases are overrepresented. Leading to bias in the em-
beddings and affecting their accuracy.

However, various word embeddings have been proposed to tackle the streaming and incre-
mental paradigm challenges. Nevertheless, this is still a nascent and dynamic area of research
due to the absence of standardization in evaluation methods, benchmark datasets, and soft-
ware implementation. Moreover, the lack of such standardization makes it challenging to
leverage incremental word embeddings to their full potential in real-world natural language
processing applications in both academic and industrial settings.

2.5 Related Work

In this section, we review the literature on the three main aspects on which this work is
based: 1) incremental WE models, 2) stream machine learning libraries, and 3) intrinsic
evaluation of WE. First, we cover the models implemented in our framework and others,
such as Incremental GloVe [77], which is not added to our library but will be included in the
next version. Second, we review the main libraries the research community uses for machine
learning of data streams. Finally, we discuss intrinsic evaluation approaches for WE.

2.5.1 Incremental Word Embedding Models

As we pointed out previously, WE can be divided into count-based approaches, and dis-
tributed methods based on the distributional hypothesis [41] (i.e., words appearing in the
same contexts tend to have similar meanings). According to this classification, we imple-
mented the following models discussed below:
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The Incremental Word Context Matrix model (proposed by Bravo-Marquez et al. [20])
is a count-based method that constructs a word-context matrix of size V × C, where V is
the number of words contained in the vocabulary and C is the number of contexts around
the target words (obtained from a surrounding window of fixed size). Each matrix cell
encodes the association between a target word and a context, computed using a smoothed
positive point-wise mutual information (PPMI) score [60]. To keep memory usage constant
throughout the stream, it is necessary to keep fixed the number of words composing the
vocabulary, the contexts, and the counters calculating the PPMI weights. When there is no
space for a new word or context, the existing ones are replaced according to a given criterion
(less frequent word/context, older word/context, among others).

Incremental skip-gram with negative sampling (ISG) is based on the neural network ar-
chitecture proposed by Kaji and Kobayashi [46]. This model is inspired by the original
skip-gram from the Word2Vec library (Mikolov et al. [63]). Kaji and Kobayashi develop
an incremental version of negative sampling; their algorithm builds a unigram table that
incrementally updates the words frequencies and the noise distribution. The authors use
the Misra Gries algorithm [65] to allocate words dynamically in a finite vocabulary using
constant memory throughout the stream.

Other methods not implemented yet but to be added in the future are:

SpaceSaving Word2Vec (SSW) is a work similar to ISG but developed independently by
May et al. [61]. The main differences are:

• ISG uses the Misra Greis algorithm [65] for dynamic word allocation, while SWW
employs the Space Save algorithm [62], which counts the most frequent elements in a
data stream.

• SSW uses the original unigram sampling table to estimate the negative distribution;
Kaji and Kobadashi proposed an original algorithm [46] for this purpose.

The incremental Glove [76] model follows the same idea as the original GloVe [77]; cal-
culates the global statistics with a word-context matrix of co-occurrences, and reduces the
matrix dimensionality by training a square-root loss function. The main difference is that
the incremental version modifies the loss function into a recursive scheme that depends on
old and new data.

2.5.2 Stream Machine Learning Libraries

As discussed above, in the stream machine learning setting, models learn continuously from
data streams that evolve over time. This learning can typically be done in two ways: 1)
training one example at a time or 2) training by mini-batches of examples. An important
difference with the standard machine learning paradigm is that stream models cannot per-
form data preprocessing operations that require full access to the data (e.g., vocabulary
extraction). Note also that stream machine learning is very similar to the incremental or

30



online learning paradigms in machine learning, but incorporates some additional constraints,
such as those listed in Section 1.

Massive Online Analysis (MOA), developed by Bifet et al. [15], is a Java software pack-
age that implements numerous machine learning algorithms for training and evaluation from
evolving data streams. In addition, Bifet et al. developed MOATweetReader [16], an ex-
tension to MOA for analyzing tweets in real time, detecting changes in word distribution,
performing summary statistics, and sentiment analysis.

River [67] was formed from the union of two similar predecessor projects, Creme [39], and
scikit-multiflow [66], which provides Python implementations of the main machine learning
algorithms for data streams for tasks such as classification, regression, and clustering, as well
as other functionalities. In standard machine learning, multidimensional arrays are typically
used as the primary data structure for data representation. However, since streaming data
can come up at any time, River uses dictionaries as a more flexible and faster alternative.
To optimize mathematical operations between dictionaries, River relies on its own dictionary
data structure, called VectorDict, which is implemented in Cython [13].

Note that none of these libraries are designed to perform representation learning for
unstructured data, such as word embeddings, in an incremental fashion.

2.5.3 Intrinsic Evaluation

WE intrinsic evaluation is a family of evaluation techniques for measuring the syntactic and
semantic properties captured by these vectors that include three types of tasks: word similar-
ity (i.e., whether the similarity between two words vectors correlates with a human judgment
of relatedness), analogies (i.e., when relations in the form of “a is to b as c is to d” can be
obtained from arithmetic operations on the vectors), and categorization (i.e., when groups of
words are aligned with predefined categories, such as animals). These evaluations are often
combined to benchmark different WE algorithms, the corpora on which they are trained, and
the hyperparameter settings [86]. The Word Embeddings Benchmark1 [44] is an open-source
package that brings together all intrinsic evaluations into a unified interface to facilitate the
evaluation and comparison of these resources. However, this evaluation approach has its
detractors, Gladkova and Drozd [33] argued that intrinsic evaluation ignores key features
of distributional semantics (e.g., polysemy), and does not always correctly determine how a
word embedding would perform in a downstream application.

It is important to note that these evaluations are designed for a standard machine learning
setting (i.e., the evaluation is performed after the training is completed). In this work, we
attempt to adapt them to a streaming setting.

1https://github.com/kudkudak/word-embeddings-benchmarks
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Chapter 3

RiverText Foundations

As mentioned in previous chapters, incremental WE training is the process of learning dy-
namic word vectors from continuously arriving streams of text, such as tweets. The overall
process in which these vectors are trained in our framework is as follows:

1. Connect to a continuous source of a text data stream (e.g., Twitter).

2. Tokenize the text and traverse its words.

3. If a new word is found, it is added to the vocabulary and a new vector is assigned to it.

4. If the word is known, its corresponding vector is updated according to its context (i.e.,
its surrounding words).

5. At any time during training, getting the vector associated with a vocabulary word is
possible.

RiverText users can modify the incremental word embedding learning algorithm (depend-
ing on available implementations) and select a sketching algorithm to dynamically allocate
new words to the vocabulary. This is an important component of our framework since it is
impossible in a streaming setting to determine the vocabulary size in advance, as it is usually
done in standard machine learning. The current version of the software only implements
Misra Gries’ algorithm [65], but we plan to add more algorithms in the future, such as the
Space Saving algorithm [62].

This chapter discusses the principal components utilized to standardize and adapt the
incremental WE algorithms, such as the Misra Gries algorithm, and the incremental learning
paradigms employed. We then present our evaluation scheme for assessing the performance of
the incremental WE model using intrinsic NLP tasks. Finally, from a conceptual perspective,
we review the specific characteristics of each incremental WE model used to adapt our library.
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3.1 Misra Greis Algorithm

The Misra-Gries algorithm is a streaming algorithm for frequent item counting in a data
stream, which Misra and Gries [65] proposed. The algorithm maintains a set of counters,
each associated with an item in the stream. When a new item is read from the stream, if the
item is already in the set of counters, its corresponding counter is incremented. Otherwise,
if the counters are not yet full, a new counter is added to the set with an initial value of 1. If
the counters are already full, all counters are decremented by 1, and any counters that reach
0 are removed from the set.

At the end of processing the stream, the algorithm returns the set of counters, which
should contain only the items that frequently occur in the stream.

The Misra-Gries algorithm has a time complexity of O(nk), where n is the length of the
input stream and k is the number of distinct items in the stream. This algorithm is commonly
used in distributed systems where the data is too large to fit in a single machine’s memory.
However, a set of machines can each maintain a subset of the counters, which can later be
combined to get the final result.

Algorithm 1: IWCM model method.

Input: vocab size V, Vocab vocab, Count counter
Output: An updated counter

1 while batch in ST do
2 for tweet in batch do
3 tokens = tokenize(tweet)
4 for token in tokens do
5 if token not in vocab and |vocab| < v then
6 addToVocab(vocab, token)
7 updateCount(counter, token)

8 else if token in vocab then
9 updateCount(counter, token)

10 if |vocab| = v then
11 restByOneToAllCounts(counter)
12 words = removeElemEqualOne(counter)
13 removeKeys(vocab, words)

In our implementation, the Misra Greis algorithm tracks the most frequent words in
the entire data stream once the vocabulary becomes full. If a token is not already in the
vocabulary, we add it and set its count to one. If the word is already in the vocabulary,
we increment its count by one. When the number of words in the vocabulary reaches the
maximum size allowed, we decrease the count of all words by one and remove them from the
vocabulary if their count becomes one, ensuring that there is always room for new words.
The algorithm used for this implementation can be found in Algorithm 3.1.

As previously mentioned, we plan to incorporate additional options and algorithms for
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tracking new words in our implementation, including the Space Saving algorithm [62] and
Sketching techniques [71], which are known to effectively track new words in data streams.

3.2 Incremental Learning Approaches

RiverText implements two incremental learning approaches: 1) instance incremental and 2)
batch incremental learning, which are discussed below.

In Instance Incremental learning, our WE parameters are updated with every training
instance (e.g., a tweet) and discarded after training, as shown below:

Listing 3.1: Example of learn one method using the Incremental WCM model. The pa-
rameters of the WordContextMatrix class are the vocab size, window size, and context size,
respectively.

from r i v e r t e x t . models import WordContextMatrix
from r i v e r t e x t . u t i l s import TweetStream

from torch . u t i l s . data import DataLoader

t s = TweetStream ( ”/path/ to / tweets . txt ” )
wcm = WordContextMatrix (

vo cab s i z e =100000 ,
window size=3,
c o n t e x t s i z e =1000

)
data loader = DataLoader ( ts , b a t ch s i z e =1)

for tweet in data loader :
wcm. l e a rn one ( tweet )

In this case, the text stream is simulated from a file of tweets (one tweet per line and
separated by a broken line) and read from the buffer one at a time using PyTorch DataLoader

with a batch size of 1. Then, our learning algorithm (IWCM in this case) only has to call
the learn one method to update its parameters accordingly.

This approach suffers from efficiency problems due to the overhead of processing one
instance at a time. In addition, in the case of neural network-based models, such as ISG
and ICBOW, which are based on gradient descent, loss calculations can result in inaccu-
rate gradients [34], which can lead to requiring too many instances to obtain good word
representations.

Incremental batch learning, on the other hand, gathers a small batch of instances before
training. This allows neural network-based models to benefit from the increased efficiency of
specialized computing architectures such as GPUs, which replace vector-matrix operations
with matrix-matrix operations for forward and backward network passes. The difference with
traditional batch learning is that batches can only be processed once and must be deleted
once processed.
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Listing 3.2: Example of learn many method using the Incremental WCM model. The pa-
rameters of the WordContextMatrix class are the vocab size, window size, and context size,
respectively.

from r i v e r t e x t . models import WordContextMatrix
from r i v e r t e x t . u t i l s import TweetStream

from torch . u t i l s . data import DataLoader

t s = TweetStream ( ”/path/ to / tweets . txt ” )
wcm = WordContextMatrix (

vo cab s i z e =100000 ,
window size=3,
c o n t e x t s i z e =1000

)
data loader = DataLoader ( ts , b a t ch s i z e =32)

for batch in data loader :
wcm. learn many ( batch )

As shown in Listing 3.2, our learning models only need to call the learn many method to
process and train a batch of instances. The text stream is also read in batches of w tweets
using PyTorch’s DataLoader with a batch size of w.

An appropriate batch of w usually depends on the available GPU memory capacity. It
is important to note that the word vectors will not be updated with this approach until the
batch has been processed.

3.3 Periodic Evaluation

The proposed method for evaluating our incremental WE performance is called Periodic
Evaluation. This method applies a series of evaluations to the entire model, using a test
dataset associated with intrinsic NLP tasks after a fixed number, p, of instances, have been
processed and trained. The algorithm takes as input the following arguments:

• The parameter p represents the number of instances between the evaluation series.

• The incremental WE model, referred to as M , is to be evaluated.

• The input text data stream, referred to as TS, used to train the incremental WE model.

• A test dataset, GR, associated with intrinsic NLP tasks.

The Periodic Evaluation algorithm aims to offer a structured evaluation scheme of an
incremental word embedding model throughout the training process. It provides a mechanism
for continuously assessing the model’s performance, thereby enabling the identification of any
potential issues and offering valuable insights into the model’s progress. However, it should
be noted that while traditional evaluation methods for NLP tasks have been applied in static
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Algorithm 2: Periodic Evaluation Algorithm. The evaluator function takes the
words and their mapped vectors, and an intrinsic dataset.

Input: Stream ST, Incremental WE model, Intrinsic Dataset GR, int p
1 c = 0
2 while batch in ST do

// train the model

3 learn many(model, batch)
// evaluate the model during certain periods

4 if c ̸= 0 ∧ c mod p then
5 result = evaluator(model.wv, GR)

// the result is stored in a JSON file

6 save(result)

7 c += length(batch)

settings, the Periodic Evaluation represents a novel approach by extending their functionality
to the dynamic scenario of text streams, where the models can be trained indefinitely.

In Algorithm 2, we can observe how the periodic evaluation is implemented. In line 5,
there is a function referred to as “evaluator,” which takes as input the vocabulary structure,
the mapped vectors, and the test dataset associated with intrinsic NLP tasks and reduces the
quality of word embeddings formed into a scalar value. This function provides a quantitative
measure of the quality of the word embeddings generated by the incremental WE model,
allowing for a more accurate assessment of its performance.

The intrinsic tasks implemented in the proposed method are similarity, analogies, and
categorization. The following evaluation metrics measure these tasks:

• Similarity: The Spearman correlation coefficient [98], denoted as ρ, is used to calcu-
late the degree of association between the similarity scores calculated from the word
embeddings and the scores obtained from a human-annotated dataset.

• Analogies: Accuracy is used to count the number of correctly obtained words from
an analogy equation, comparing the set of analogy words obtained from the word
embeddings with the set of analogy words from the human-annotated dataset.

• Categorization: Purity clustering [59] is used to count the total number of correctly
classified words, comparing the categories obtained from the word embeddings with the
categories from the human-annotated dataset.

The results of the evaluation metrics are stored as a JSON file that the user can access
and examine at any time.

We have delegated the implementation of the evaluator for intrinsic tasks to an external
library called Word Embedding Benchmark [44]. This library provides a comprehensive col-
lection of test datasets (e.g., MEN [21], MTURK [80], AP [7]) and the corresponding methods
for measuring the quality of word embeddings. The intrinsic task in question determines the
specific evaluator function to be utilized. For instance, the similarity task requires using
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the evaluate similarity function provided by the library. For further information on this
library’s functionality and usage, refer to the GitHub repository1.

It is important to note that the Periodic Evaluation method only assesses the quality of
word embeddings for words present in the model’s vocabulary at the evaluation time. As
the vocabulary is subject to changes due to the application of the Misra-Gries algorithm
for discarding infrequent words, the word embeddings for discarded words are not evaluated
unless they are subsequently reintroduced to the vocabulary.

Another important consideration is that in cases where some words in the test dataset
provided by the evaluator are not present in the model’s vocabulary, the average embedding
of the words in the vocabulary is assigned to these out-of-vocabulary words. This process
is used to evaluate the quality of the model. It is crucial to note that this approach can
impact the model’s overall performance, and the results obtained should be interpreted with
caution.

3.4 Implemented Methods

For this work, we adapted and modified three models: the Incremental Word Context Matrix
(IWCM), Incremental SkipGram with Negative Sampling (ISG) and Incremental Continuous
Bag of Words with Negative Sampling (ICBOW), whose details are explained next.

3.4.1 Incremental Word Context Matrix

Our implementation of the IWCM model is based on the algorithm described in the work of
Bravo-Marquez et al. [20]. The IWCM model utilizes a co-occurrence matrix of dimension
V x C, where V represents the number of words present in the vocabulary and C represents
the number of context words associated with each target word. It is essential to note that,
as opposed to its static counterpart, the co-occurrence matrix in the IWCM model may not
be square due to the incremental nature of the algorithm. The relationship between a target
word and its context is weighted by the Positive Pointwise Mutual Information (PPMI) score
[25], a commonly used measure of association in NLP.

PPMI(w, c) = max

(
0, log2

(
count(w, c) ×D

count(w) × count(c)

))
(3.1)

In Equation 3.1, the variable D represents the total number of words in the text streams.
The counters, count(wi, cj), count(wi), count(cj), and D, which are used to calculate the
probabilities of the word-context pairs for the PPMI score, are efficiently stored in VectorDict

objects provided by the River packages [67]. These objects function as a sparse data struc-
ture, enabling efficient mathematical operations and incremental updates of the word-context
matrix.

1https://github.com/kudkudak/word-embeddings-benchmarks
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Algorithm 3: IWCM model method.

Input: Stream ST, window size W, vocab size V, context size C
Output: Matrix Mat V x C

1 d = 0
2 while batch in ST do
3 for tweet in batch do
4 tokens = tokenize(tweet)
5 for token in tokens do
6 if token not in vocab then
7 addToVocab(vocab, token)

8 d += 1
9 contexts = getContexts(token, tokens, W)

10 updateDictCounter(token, contexts)
11 for cont in contexts do

12 Mat(token, cont) = max
(

0, log
(

count(token,cont)·d
count(token)·count(cont)

))
// reduce the embedding dimension by incremental PCA

13 reduceEmbDimByIPCA(tokens)

In Algorithm 3, a sliding window of 2W tokens is utilized to extract context information
from the tokenized tweets in the text stream. The center of the window is aligned with a tar-
get word, and all surrounding tokens within the window are considered context tokens. For
unseen target words and contexts, new entries are dynamically allocated in the VectorDict

objects and initialized with a count value of zero. For existing words and contexts, the corre-
sponding counters are updated incrementally. This approach allows for efficient storage and
manipulation of the word-context matrix while maintaining an acceptable level of accuracy.

One limitation of this method is that, similar to its static counterpart, the IWCM model
produces sparse and high-dimensional vectors. To address this issue, we employ the incre-
mental Principal Component Analysis (PCA) [9] technique, to reduce the dimensionality of
the generated embeddings. This algorithm does not require multiple passes over the entire
set of embeddings to achieve dimensionality reduction, as it processes the data as a vector
stream. In addition, our IWCM implementation selectively applies dimensionality reduction
to recently added or updated embedding vectors to optimize computational efficiency.

3.4.2 Incremental Word2Vec

The incremental Word2Vec architecture comprises two ISG and ICBOW models based on
the static version proposed by Mikolov et al. [63]. The ISG model predicts the context words
for a given target word, and the ICBOW model aims to predict the target word using its
context words.

Our implementation is based on the Skip Gram model with Negative Sampling, as pro-
posed by Kaji and Kobayashi [46]. This implementation extends the traditional unigram
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table, typically created as a static word array, to an incremental approach. Instead of per-
forming multiple passes over the entire dataset to complete the unigram table, the model
updates the table incrementally, making the process more efficient and scalable.

Algorithm 4: Adaptive Unigram Table.

Input: Array word indexes, Array T, int size T, Array Freqs, float α
Output: Array T

1 z = 0
2 for index in word indexes do
3 Freqs[index] += 1
4 F = Freqs[index] - (Freqs[index] - 1)α

5 z += F
6 if |T | < size T then
7 add F copies of index to T

8 else
9 for j = 1, ..., size T ·F

z
do

10 T[j] = index with probability F
z

In Algorithm 4, we present the adaptive unigram table proposed by Kaji and Kobayashi
[46]. Given a fixed-size unigram table T with a capacity of size T , an array Freqs repre-
senting the frequencies of the words in the vocabulary, a tuple of word indexes representing
a tweet, and a smoother parameter α. The algorithm proceeds as follows:

• If the number of elements in T , |T |, is less than size T , F copies of the word index
are added to T, where the word index corresponds to the indexes mapped to the words
that compose the vocabulary.

• Otherwise, the number of copies of the word index added to T is calculated as size T ·F
z

,
and the new additions to T may overwrite current values with a probability proportional
to F

z
. This process updates the distribution of words represented in T .

It is important to note that the frequency of each word is proportional to the number of
its indexes stored in T.

In Algorithm 5, the adaptive unigram method is implemented through the functions
updateTokenFreq and updateUnigramTable. The two incremental word2vec models utilize
this algorithm: ISG and ICBOW, with the only difference being the neural architecture used.
However, a crucial preprocessing step is necessary before performing the stochastic gradient
descent in line 14. This step involves converting the word indexes into the appropriate input
format for the specific ISG or ICBOW models and is essential for the proper functioning of
the algorithm.

The RiverText package incorporates the implementation of the neural network backend
for both the ISG and ICBOW models using the PyTorch framework.
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Algorithm 5: Incremental Word2Vec method

Input: Stream ST, Vocab size V, Unigram Table Size T,int num ns
1 vocab = Vocab(V)
2 ut = UnigramTable(T)
3 while batch in ST do
4 for tweet in batch do
5 tokens = tokenize(tweet)
6 for w in tokens do
7 if w not in vocab then
8 addToVocab(vocab, w)

9 updateTokenFreq(w)
10 updateUnigramTable(w)
11 contexts = getContexts(w, tokens)
12 for c in contexts do
13 draw num ns indexes from ut: ns1, ns2, ..., nsnum ns

// convert the word indexes to the neural model input

14 vw, vc, ns1, ns2, ..., vnsnum ns = preprocessing(w, c, ns1, ns2, ...,
vnsnum ns)

// performs SGD to update the word embedding

15 SGD(vw, vc, vns1 , vns2 , ..., nsnum ns)
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Chapter 4

Experiments and Results

In this section, we present our benchmark results divided into three subsections. In the first
part, we explain the dataset used in this work, the second part describes the experimental
setup and main hyperparameters, and the last part shows our main findings.

4.1 Data

Our experiment uses a dataset of unlabeled tweets to simulate a text stream of tweets. Twitter
provides an excellent source of text streams, given its widespread use and real-time updates
from its users. We draw a set of ten million tweets in English from the Edinburgh corpus
[78]. This dataset is a collection of tweets from different languages for academic purposes
and was downloaded from November 2009 to February 2010 using the Twitter API 1. We
hypothesize that using this dataset of tweets as a text stream would allow us to evaluate the
performance of incremental WE methods in a realistic scenario, given the nature of social
media text and its dynamic and evolving nature.

4.2 Experimental setup

In our experimental investigation, we executed the Periodic Evaluation using diverse datasets
and hyperparameter settings. Since there is not exists any methodology or benchmark dataset
in the literature that establishes how to measure the performance of the incremental WE, we
decided to focus on understanding how the models behave in front of different hyperparame-
ters settings in streaming environments as a starting point. The evaluation was conducted on
multiple architectural configurations (IWCM, ISG, and ICBOW) and intrinsic test datasets
[44].

The hyperparameters under consideration were the size of the embedding, the window
size, the context size, and the number of negative samples since they are the most com-

1https://developer.twitter.com/en/docs/twitter-api
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mon hyperparameters among the three models proposed. The results of this evaluation
provide valuable insights into the performance of the different architectural configurations
and hyperparameter settings, offering a comprehensive understanding of the subject under
examination.

For the intrinsic test datasets, we used two datasets from the similarity tasks (MEN [21]
and Mturk [80]) and one from the categorization task (AP [7]).

4.2.1 Hyperparameter settings

The main hyperparameter configurations that we studied were:

1. We evaluated the impact of three hyperparameters on neural network embedding:

• Embedding size: refers to the dimensionality of the vector representation asso-
ciated with each vocabulary word. Our configurations considered three different
embedding sizes, including 100, 200, and 300.

• Window size: This refers to the number of neighboring tokens used as the con-
text for a target token. Our configurations utilized three different window sizes,
including 1, 2, and 3.

• The number of Negative samples: This refers to the number of negative instances
that maximize the probability of a word being in the context of a target word. Our
configurations considered three different numbers of negative samples, including
6, 8, and 10.

Therefore, our experimental investigation considered a total of 27 configurations, com-
prising all combinations of the hyperparameters (emb size ∈ 100, 200, 300, window size ∈
1, 2, 3, and num ns ∈ 6, 8, 10) and for each of the architectural configurations and in-
trinsic test datasets. Table 4.1 presents all the configurations for the incremental WE
models based on neural network architectures.

2. For the word context matrix embedding:

• We leveraged the same configurations of the embedding size and window size as
we did for the neural network embedding

• Context size: represents the number of words associated with a vocabulary word
based on the distributional hypothesis. The study involved three context sizes,
including 500, 750, and 1000.

Therefore, 27 configurations were executed, incorporating all the possible combinations
of (emb size ∈ 100, 200, 300, window size ∈ 1, 2, 3, and context size ∈ 500, 750, 1000)
for each intrinsic test dataset. Table 4.2 presents all the configurations for the incre-
mental WE models based on word context matrices.

It is important to mention that the vocabulary size in all configurations was set to
capture 1,000,000 words. Additionally, the period value, p, utilized in our experiments
was set to 320,000 instances, with a batch size of 32. This period value was selected
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as it represents the point at which the evaluator was called after processing 320,000
tweets. These parameters were carefully selected to effectively analyze the performance
of the different incremental word embedding models.

Table 4.1: Hyperparameter configuration for the ISG and ICBOW models.

Embedding size Window size Num. Neg. Samples
100 1 6
100 1 8
100 1 10
100 2 6
100 2 8
100 2 10
100 3 6
100 3 8
100 3 10
200 1 6
200 1 8
200 1 10
200 2 6
200 2 8
200 2 10
200 3 6
200 3 8
200 3 10
300 1 6
300 1 8
300 1 10
300 2 6
300 2 8
300 2 10
300 3 6
300 3 8
300 3 10

4.2.2 Results and discussion

Our analysis thoroughly evaluated various configurations (243 in total), considering the com-
bination of three architectures, multiple hyperparameter values, and intrinsic evaluation
tasks. As an illustration, we present two examples of the executed configurations:

• A configuration comprised of the ICBOW model, with hyperparameters set to emb size =
300, window size = 3, and num ns = 10, was employed for the similarity evaluation
task using the MEN dataset.

43



Table 4.2: Hyperparameter configuration for IWCM model.

Embedding size Window size Context size
100 1 500
100 1 750
100 1 1000
100 2 500
100 2 750
100 2 1000
100 3 500
100 3 750
100 3 1000
200 1 500
200 1 750
200 1 1000
200 2 500
200 2 750
200 2 1000
200 3 500
200 3 750
200 3 1000
300 1 500
300 1 750
300 1 1000
300 2 500
300 2 750
300 2 1000
300 3 500
300 3 750
300 3 1000

• Another configuration involved the ISG model, with hyperparameters defined as emb size =
100, window size = 1, and num ns = 6, was utilized for the AP dataset’s categoriza-
tion evaluation task.

As mentioned in Section 3.3, the Periodic Evaluation is conducted as an intrinsic evalua-
tion task after processing p instances during the training loop of any incremental WE model.
Table 4.3 presents the results of applying the Periodic Evaluation to all hyperparameter
configurations listed in Table 4.1, using the ICBOW model and the MEN dataset based on
similarity tasks. Unfortunately, the complete table cannot be displayed in this document due
to its size, but it is available in the repository2 of our library.

Table 4.4 presents the results of the Periodic Evaluation, which are sorted in descending
order based on the mean Spearman correlation obtained during the training process. Upon

2https://github.com/dccuchile/rivertext/tree/main/experiments
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analyzing the table, it can be observed that the best results are obtained for the larger
window and embedding sizes with the ICBOW model in the similarity task using the MEN
dataset. However, this table just gives an insight into the best hyperparameter setting for a
specific model, omitting a concise comparison of how the other models behave in front of the
different hyperparameter settings and evaluation tasks.

The tables containing the results of our experiments for the remaining models can be
found in the Section B of this document. However, due to their size, they may not be fully
visible on a single page. Therefore, we recommend referring to the documentation page for
a complete view of these tables.

Table 4.3: The table shows the results of the periodic evaluation of the ICBOW model and
the MEN dataset for the similarity task, measured with Spearman’s correlation. Although
the full table is too large for this paper, it can be accessed on the documentation page. The
bold remark represents the best result on average.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
ICBOW 300 3 6 0,5075 0,3546 ... 0,5236 ... 0,5194
ICBOW 300 3 8 0,507 0,3381 ... 0,5298 ... 0,5275
ICBOW 300 3 10 0,505 0,3366 ... 0,5291 ... 0,5327
ICBOW 100 3 8 0,4891 0,3499 ... 0,5233 ... 0,5013
ICBOW 200 3 10 0,4884 0,3433 ... 0,4971 ... 0,5112
ICBOW 100 3 6 0,4879 0,3128 ... 0,4985 ... 0,5108
ICBOW 200 3 8 0,4828 0,3562 ... 0,5041 ... 0,5081
ICBOW 100 3 10 0,4828 0,3288 ... 0,5058 ... 0,5168
ICBOW 300 2 6 0,4827 0,3312 ... 0,4988 ... 0,5242
ICBOW 200 3 6 0,4778 0,3359 ... 0,4892 ... 0,5097
ICBOW 300 2 8 0,4758 0,3474 ... 0,4967 ... 0,4895
ICBOW 300 2 10 0,4677 0,3446 ... 0,4762 ... 0,4854
ICBOW 200 2 6 0,4555 0,3067 ... 0,4865 ... 0,4969
ICBOW 100 2 8 0,4541 0,3102 ... 0,4979 ... 0,4613
ICBOW 200 2 10 0,4516 0,3264 ... 0,4597 ... 0,4784
ICBOW 200 2 8 0,4476 0,2761 ... 0,436 ... 0,4626
ICBOW 100 2 6 0,4475 0,3197 ... 0,4547 ... 0,4961
ICBOW 100 2 10 0,4402 0,3261 ... 0,4465 ... 0,4557
ICBOW 300 1 8 0,4226 0,2779 ... 0,438 ... 0,4406
ICBOW 300 1 6 0,4195 0,2763 ... 0,4465 ... 0,4501
ICBOW 300 1 10 0,4164 0,2947 ... 0,4276 ... 0,4422
ICBOW 200 1 6 0,4007 0,2796 ... 0,4076 ... 0,407
ICBOW 200 1 8 0,3942 0,3085 ... 0,4155 ... 0,3932
ICBOW 200 1 10 0,3836 0,2657 ... 0,3858 ... 0,425
ICBOW 100 1 6 0,3822 0,2717 ... 0,3594 ... 0,4178
ICBOW 100 1 8 0,3784 0,2671 ... 0,388 ... 0,4095
ICBOW 100 1 10 0,3721 0,2719 ... 0,3797 ... 0,3916

To determine the optimal hyperparameter configuration for each architecture and across
all tasks, we employed a ranking system based on the democratic voting procedure, Borda
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Count [28]. The steps involved in this ranking system are as follows:

• First, the mean value of each hyperparameter configuration and test dataset is com-
puted based on the results obtained from the time series analysis.

• Secondly, for each evaluated test dataset, the average mean value is calculated across
all intrinsic tasks.

• Finally, we ordered the obtained average, with the lower position indicating the optimal
configuration.

By employing this ranking system, we aim to analyze the best hyperparameter config-
urations for each model and test dataset, considering that the intrinsic tasks’ results are
unrelated.

In Table 4.4, we illustrate each model’s top three ranked hyperparameter configurations.
The complete ranking, including all configurations, can be found on the documentation page3.
It is crucial to mention that while the example Table showcases the best three configurations
for each model, the full ranking encompasses a broader range of results.

Table 4.4: The Overall Ranking of the benchmark results are based on the average of the
Periodic Evaluation applied across the text stream. The result tasks are calculated by finding
the mean of the evaluation, and the overall mean is determined by taking the average of these
result tasks. This overall mean then determines the position in the ranking.

Hyperparameters Result tasks
Position Model Emb. size Win. size Num. N.S Context size Mean MEN Mean Mturk Mean AP Overall mean
1 ICBOW 100 3 6 - 0.488 0.439 0.294 0.407
2 ICBOW 300 3 8 - 0.507 0.428 0.284 0.406
3 ICBOW 300 3 6 - 0.508 0.416 0.289 0.404
4 ISG 100 1 8 - 0.44 0.4 0.321 0.387
5 ISG 100 1 6 - 0.443 0.393 0.312 0.383
6 ISG 100 2 10 - 0.421 0.399 0.309 0.376
7 IWCM 100 3 - 1000 0.44 0.343 0.319 0.367
8 IWCM 200 3 - 1000 0.438 0.351 0.307 0.366
9 IWCM 300 3 - 1000 0.439 0.35 0.307 0.365

As can be seen from the results, the neural network models ICBOW and ISG demon-
strate superior performance, on average, compared to the non-neural network IWCM model.
Notably, the ICBOW models attain better results with larger embedding and window sizes.
In contrast, the ISG models perform optimally with smaller embedding and window sizes.
In the case of the IWCM model, the effect of embedding and window sizes on performance
is unclear. However, a trend towards improved performance with larger context sizes is
observable.

Considering these findings in the context of the chosen evaluation metrics and the intrinsic
tasks involved is important. The results suggest that the neural network architecture of the
ICBOW and ISG models may significantly impact the performance, particularly concerning
capturing semantic relationships between words. Additionally, the varying optimal configu-
rations for the ICBOW and ISG models highlight the need for thorough experimentation and

3https://dccuchile.github.io/rivertext/benchmark/
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Figure 4.1: Best setting models for MEN, Mturk, and AP datasets. The period p was set as
3,200,000 instances, which means the evaluator of the period evaluation was applied every
3,200,000 training instances.

analysis when selecting hyperparameters in these models. Further research may also consider
exploring the underlying mechanisms and reasons for the observed performance differences
between the models.

According to Table 4.4, we can state that the best hyperparameter setting for each model
are:

• Best setting configuration for ICBOW model is emb size = 100, window size = 3, and
num ns = 6.

• Best setting configuration for ISG model is emb size = 100, window size = 1, and
num ns = 8.

• Best setting configuration for IWCM model is emb size = 100, window size = 3, and
context size = 1000.

The results of the optimal hyperparameter configurations for each model are displayed
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in Figure 4.1. This figure showcases the performance dynamics across different periods for
the MEN, Mturk, and AP datasets. The figure highlights the crucial role of hyperparameter
tuning in optimizing the performance of each model. The ICBOW model appears to perform
more in the similarity task than the categorization task. Conversely, the ISG and IWCM
models perform better in the categorization task and outperform the ICBOW model. How-
ever, it is noteworthy that the results of a model for a specific intrinsic evaluation task and
dataset can vary significantly and are not always related. Thus, a model may perform well
in one task but poorly in another.

The appendix contains the remaining graphs showing the relationship between hyperpa-
rameter settings in the three architectures and intrinsic NLP tasks.
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Chapter 5

RiverText Library

The RiverText1 library is an open-source implementation of various incremental word embed-
ding techniques found in literature, adhering to the streaming learning paradigm. Developed
in Python, the library is seamlessly integrated with several popular data science libraries and
can be easily installed using pip2. The project is publicly hosted on Github3 under the BSD
3-Clause license and is structured according to the design and code patterns recommended
by the river4 community.

The library has extensive documentation, including tutorials, an API definition, and
a guide on contributing to the project, executing tests, and compiling documentation. The
RiverText library is a valuable resource for researchers and practitioners looking to implement
incremental word embeddings in their projects and contribute to advancing the field.

The RiverText library was developed with the following objectives in mind:

• Standardizing and encapsulating existing incremental word embedding algorithms and
designing new ones to advance the field.

• Proposing a preliminary evaluation scheme for incremental word embedding models
using intrinsic evaluation NLP tasks to measure their effectiveness and robustness.

• Providing an easily accessible toolkit for both the research community and industry to
access these models and facilitate their practical applications.

It also provides support for the following:

• Loading and iterating over files that cannot be stored on disk.

• Saving metric values in JSON files across the training phase of the models.

1https://dccuchile.github.io/rivertext/
2https://pypi.org/project/rivertext/
3https://github.com/dccuchile/rivertext
4https://riverml.xyz
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• Implementing a vocabulary class that can be used for any incremental method.

The following section provides a detailed description of the library and its implementation.
We begin by discussing the motivation behind the development and publication of this library.
Next, we present the design of the main components and processes involved in incremental
word embedding techniques. Finally, we highlight some of the advanced processes of the
library, such as loading larger files, training a model with one or many instances, running
periodic evaluations, and saving the results.

5.1 Motivation

One of the key prerequisites for our benchmark analyses was implementing the incremental
WE algorithm used in previous studies. Therefore, we attempted to reuse all publicly avail-
able resources and recreate any missing ones. However, upon completing the development of
our framework, which uses the incremental learning types of instance and batch, it became
apparent that unifying the different implementations was not feasible. Instead, each code
and resource was developed to meet the specific requirements of individual studies, which
greatly restricted their reuse and extension.

Consequently, we decided to re-implement the incremental WE algorithms according to
our framework’s guidelines and software decisions. The high level of standardization provided
by RiverText enabled us to implement the algorithms and develop them into a well-designed
and highly extensible code that follows best practices in Python development.

Furthermore, the absence of standardized tools for streaming embeddings, the limita-
tions of our benchmark analyses, and the advanced level of development we were conducting
prompted us to publish our code as an open library accessible to members of the research
community and industry. Ensuring the code’s broader usage and facilitating the standard-
ization of incremental WE algorithms for future research.

5.2 Components

In this section, we will present the main components of our framework and discuss how the
algorithms were standardized, as described in Chapter 3.

5.2.1 Word Embedding Model

This section will explore the various classes and sub-packages responsible for implementing
incremental WE models in our library. As we have mentioned earlier, the primary objective
of these methods is to update WE in real-time as new data arrives rather than retraining
the entire model on the entire dataset every time new data is added. Our implementation
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of incremental WE leverages the techniques proposed in the literature to update traditional
WE algorithms efficiently.

From a technical perspective, our choice to use the river library for our implementa-
tions was influenced by its expanding community and the prevalence of its use among users.
Although the river library predominantly emphasizes instance learning via the learn one

method, several essential classes provide a learn many method that facilitates incremental
batch learning. This approach holds great importance to us, as it allows us to implement
incremental word2vec models using PyTorch as a backend for the neural network layer. It
is worth noting that the PyTorch library is optimized for batch operations utilizing native
tensor objects for vector operations.

We organized the implementation into the following Python classes:

IWVBase class

The IWVBase class is foundational for implementing incremental WE methods in the River-
Text library. In addition, by extending the Transformer and VectorizeMixin classes from the
River library, the IWVBase class provides a powerful framework for processing and analyzing
text data.

The Transformer class is a key component of the river library and provides several
methods for learning from incoming data, including the learn one and learn many methods.
These methods allow the IWVBase class to update its word embeddings incrementally based on
new input data. Additionally, the Transformer class includes several data standard methods,
such as predict one and predict many, that enable the IWVBase class to make predictions
and classify text data.

The VectorizeMixin class contains several attributes and methods that facilitate text
data processing, such as tokenization and vectorization. These methods are crucial for gen-
erating word embeddings from text data and transforming them into a format that machine
learning models can use.

To facilitate the implementation of new incremental WE methods in the RiverText library,
it is recommended to extend the IWVBase class. By doing so, the new methods can inherit
the common attributes, methods, and characteristics of the IWVBase class, which can help to
reduce development time and increase code efficiency.

Extending the IWVBase class provides several benefits. First, it ensures that the new meth-
ods have access to the core functionalities of the IWVBase class, including the Transformer
and VectorizeMixin classes, which are essential for text data processing and machine learn-
ing. Second, it promotes code reuse and modularity, as the common features of the IWVBase

class can be easily shared among the different incremental WE methods. Furthermore, by
extending the IWVBase class, new methods can leverage existing code and incorporate new
features without disrupting the codebase.
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Figure 5.1: The class diagram for IWVBase, representing a base incremental WE algorithm,
should include the attributes and methods specific to this class. As IWVBase extends the
Transformer and VectorizeMixin classes, it can inherit their respective methods for pro-
cessing textual data streams and for applying the incremental learning paradigm.

In diagram 5.1, we can see the attributes and methods of the IWVBase class, which extends
the Transformer and VectorizeMixin classes.

IWCM class

The IWordContextMatrix is a class designed for capturing the meaning of words based on
their contexts. It implements the Incremental Word Context model, which analyzes the
co-occurrence of words within a given corpus to comprehensively represent the relationships
between words.

To achieve this, the IWordContextMatrix class extends the IWVBase class and pro-
vides methods for instance and batch incremental learning, including the learn one and
learn many methods. The model also employs a streaming version of weighted correlations
between the target and its contexts to ensure accuracy in capturing the meaning of words
using PPMI values.

There are two options for obtaining resulting embeddings from the model: the first is to
use the word context matrix method to obtain sparse vectors, while the second is to reduce the
embedding using the Incremental PCA algorithm, the user can decide which option wants to
use configuration the reduce dim parameter of the class IWordContextMatrix. Both options
allow for flexibility and customization depending on the user’s needs.

Throughout the iteration process over the source of data streams, the model must store
the counter for computing the streaming PPMI values. These values are stored in the Vocab

object, and the model only updates vectors for words that have had their counts incremented.
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Additionally, the vocabulary is updated to include new words appearing in the text streams,
and this update is performed using the Misra Gries algorithm, as mentioned before. Finally,
the word context matrix is stored in the sparse matrix object of the scipy library, providing
efficient and scalable processing of large volumes of data.

Figure 5.2: Attributes and methods for the IWordContextMatrix class that represents the
IWCM method.

Diagram 5.2 presents the IWordContexMatrix class and its associated attributes and
methods. This class is designed for generating word embeddings using the word-context
matrix approach, which involves computing the co-occurrence statistics of words and con-
structing a matrix that encodes the relationships between them.

One important feature of the IWordContexMatrix class is its dynamic vocabulary re-
duction capability. This is accomplished through the reduce vocab method, which frees
up space for new words when the vocabulary becomes full. This is particularly useful in
streaming environments with large vocabulary sizes and constantly changing. It allows the
model to adapt and continue learning without being constrained by a fixed vocabulary size.
Additionally, the IWordContexMatrix class includes the reduce emb2dict method, which
reduces the dimensionality of the generated word embeddings using the Incremental PCA
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algorithm.

IWord2Vec class

The IWord2Vec class is a highly efficient implementation of the Incremental SkipGram and
Continuous Bag of Words (CBOW) models for generating word embeddings. It builds on
the IWVBase class, which serves as a base structure for the Word2Vec algorithm and any
incremental embedding method. Users can choose the desired model by setting the value of
the sg parameter to 1 for SkipGram or 0 for CBOW.

One of the key advantages of IWord2Vec is its use of the PyTorch deep learning framework
as its internal neural network backend. This allows for using PyTorch’s numerous benefits,
such as leveraging GPUs for faster training and selecting from a wide range of optimization
algorithms to enhance the model’s performance. The learn one and learn many methods
depend on a preprocessor object provided by the iword2vec utils model to transform the
input text into a format suitable for neural network training. After preprocessing, the inputs
are passed to the forward method of the respective embedding architecture. The selected
model determines the specific type of preprocessor used.

The IWord2Vec class has several important parameters, including the size of the vocab-
ulary, the size of the unigram table, the size of the embedding, the number of negative
samples to use during training, and the model to use. The size of the vocabulary and the size
of the unigram table can impact the quality of the word embeddings generated by the model.
Larger values of these parameters can lead to better performance, but they also increase the
computational cost of training. The size of the embedding controls the dimensionality of the
word vectors that the model generates. The number of negative samples is used during train-
ing to improve the quality of the word embeddings. It can significantly impact the model’s
performance, but too many negative samples can lead to overfitting.
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Figure 5.3: Attributes and methods for the IWord2Vec class that represents the ISG and
ICBOW methods.

Diagram 5.3 displays the attributes and methods associated with the IWord2Vec class, a
neural network-based model for generating word embeddings. One notable difference between
Diagram 5.3 and Diagram 5.2, which also deals with word embeddings, is that the former
includes the iwordvec utils sub-package, which is responsible for processing the vocabulary
and inputs for the neural network.
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iword2vec utils sub package

The iword2vec utils subpackage constitutes an integral component of the IWord2Vec im-
plementation. Its purpose is to provide a collection of classes that facilitate the incremental
update of the unigram table and offer preprocessing algorithms that transform textual data
into positive and negative samples suitable for training the model.

The unigram table is an important data structure utilized during negative sampling
in the word embedding training. It represents the frequency distribution of words within
the input corpus and is instrumental in sampling negative examples during training. The
iword2vec utils package includes a class, called UnigramTable, that efficiently updates the
unigram table during incremental training, with methods such as samples for randomly se-
lecting negative examples, build for constructing the unigram table structure, and update

for updating the table using the algorithm proposed by Kaji and Kobayashi. The first figure
of Diagram 5.4 illustrates the UnigramTable and its methods.

Besides the unigram table implementation, the iword2vec utils package provides sev-
eral preprocessing algorithms that convert textual data into positive and negative samples
suitable for feeding into the model during training. The specific preprocessing algorithm
depends on the selected embedding model, such as SkipGram or CBOW. For instance, one
preprocessing algorithm converts a sequence of words into a tuple comprising the target and
context words. In contrast, another converts a sequence of words into a tuple containing the
target word and a negative sample. Diagram 5.4 depicts the Preprocessor as the base class
for implementing the inputs preprocessing algorithm for textual streams. Given that the ISG
and ICBOW models differ in their input formats, the PrepSG and PrepCBOW classes extend
the Preprocessor and differ in the input format specified within the call method when
the preprocessor objects are instantiated.

Another significant set of classes provided by the iword2vec utils subpackage pertains to
the PyTorch backend, which facilitates the implementation of the neural network component
of the incremental neural models. Analogous to the preprocessing classes, the WordVec class
implements common functionality for the two methods, ISG and ICBOW. For the specific
vector calculations of the methods, the WordVec class is extended by the SG and CBOW classes,
differing in their forward method, which implements the loss function for each method. The
final figure in Diagram 5.4 illustrates the WordVec class and its child classes.
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Figure 5.4: The iword2vec utils module includes three crucial classes for its functionality,
which are visualized in three separate diagrams. The first diagram displays the UnigramTable
class, which creates and maintains a table of unigram frequencies used in the ISG and ICBOW
models. Its primary methods include generating a table, sampling words from the table, and
updating it after a new word is processed. The second diagram shows the Preprocessor

class, responsible for converting the input stream of text into a neural network representation.
It uses techniques such as subsampling and negative sampling to prepare the input for the
neural network. Finally, the third diagram depicts the PyTorch implementation for the neural
network backend, which includes input and output embedding layers and hidden layers that
perform the neural network computations. The diagrams visually represent the classes and
their interactions within the iword2vec utils module.
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5.2.2 Periodic Evaluation

The PeriodicEvaluator class assesses the performance of an incremental WE model using
an intrinsic NLP task and a related-test dataset after a set number of instances have been
processed and trained. The class takes as input the dataset to train on, the model to evaluate,
the number of instances to process before evaluating the model, a golden dataset containing
relations, an evaluation function, and a path to an output file to store the evaluation results.

In diagram 5.5, we depict the attributes and methods of the PeriodicEvaluation class.
The run method executes periodic assessments of the entire model every p instances, where
p is the number of instances to process before evaluating the model. The method first
processes a batch of data using the model’s learn many method. Then, suppose the number
of processed instances is divisible by p. In that case, the model’s embeddings are extracted
using the vocab2dict method, and the evaluator function is called to evaluate the model’s
performance on the test dataset. The result is appended to store results list, and if an
output file path is provided, it is saved in a JSON file.

Figure 5.5: Diagram of class that shows the attributes and methods for the
PeriodicEvaluation class that represent the Periodic Evaluation.

5.2.3 Utils

The utils package implements utility classes and functions for code execution. The main
classes are:

Vocabulary

The container class is a fundamental component in storing the words used as vocabulary
from a text stream. This vocabulary implementation is used across all incremental word
embedding algorithms. In other words, the container class acts as a central repository for all
the words processed by the incremental word embedding algorithms.
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As the text stream grows and new words are encountered, the container class dynamically
updates the vocabulary to ensure it accurately represents the full range of words, such as the
Misra Greis algorithm.

The Vocab class is a critical container that stores the vocabulary utilized in incremental
word embedding algorithms. Its inner structure consists of two VectDict attributes. The first
attribute stores the words that make up the model’s vocabulary, while the second attribute
is responsible for keeping track of how many times a word in the vocabulary is seen in the
text stream.

Additionally, in Diagram 5.6, we present how the Vocab class features an add token

method that adds new tokens to the vocabulary by checking whether they are already con-
tained in the VectDict object. If the token is absent in the vocabulary, the add token

method adds the word and increments its count by one. However, the method updates the
word count if the token is already in the vocabulary.

Furthermore, when the vocabulary structure becomes full, the class has a remove method
that eliminates tokens. Finally, the Misra Greis algorithm is executed to make space for new
words in the vocabulary. With this algorithm, the class decrements the count of all words
by one and removes the ones with a count of one.

TweetStream Dataloader

The TweetStream class is an important feature in our implementation that allows for the
efficient loading of large text files. This class extends the IterableDataset class of the
PyTorch API, which integrates seamlessly with PyTorch’s data-loading utilities.

Using the TweetStream class enables us to overcome the memory constraints associated
with loading entire datasets into memory. Instead, the class reads and processes the text
stream iteratively, loading only one tweet at a time, making it possible to work with much
larger datasets that exceed our system’s memory capacity. However, it’s worth noting that
datasets must have a specific format, with one tweet per line separated by a break line.

Moreover, in Diagram 5.6 we shows how the TweetStream class provides a wide range of
helpful methods to preprocess the text stream before feeding it into our incremental learning
algorithms. For instance, we can use the class to filter out stop words or perform tokenization,
stemming, or lemmatization to enhance the quality of the training data.

The class includes two methods: the preprocess method, which formats the data ac-
cording to the user’s specifications, and the iter method, which loads the next line or
chunk of text. These methods can be customized to meet specific requirements and improve
the performance of text stream processing.
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Figure 5.6: The utils package contains two important classes: TweetStream and Vocab.
The TweetStream class is responsible for loading and iterating through files that may not
be stored on disk, providing a convenient interface for processing large volumes of text data
stored in memory or streamed from an external source. The Vocab class stores the words
associated with the vocabulary for the incremental word embedding methods.

5.2.4 Training Process

In this section, we will discuss two of the most important processes implemented by the li-
brary: the training process and the periodic evaluation process discussed in previous sections.

Training model workflow

In a more technical context, the training process provided by RiverText involves a series of
steps that can be subdivided into inputs, actions, and outputs.

The input steps involve defining the main hyperparameters of the model, such as vocab size,
context size, and num ns, among others. Additionally, the user must instantiate the model
object and enable the source of text streams, for which it is necessary to define the iterable
object TweetStream. This object allows for the opening and iteration of files that may not
be stored on disk.

After defining the model and enabling the source of text streams, the next step is to
create a data loader object from the PyTorch API. This object is used to iterate over the
text the data streams provide. Once the data loader is ready, the chosen model can train and
update the vectors generated by the text streams. It is worth noting that these actions are
continuously executed, ensuring the embeddings are continually updated during training.

The resulting embedding vectors generated by the model and text streams serve as the
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output of the training process. Importantly, these actions are continuously executed, allowing
the embeddings to be continuously updated throughout the training process.

Figure 5.7: Training scheme for the IWCM model.

Diagram 5.7 illustrates the training workflow for the IWCM model. The celestial squares
in the diagram represent the input steps, while the green squares indicate the subsequent
actions performed once the inputs are received. The yellow squares represent the embedding
outputs. Notably, the leftward arrow from the training model square to the data loader
indicates that the learning process occurs continuously while the vectors are being updated.

Figure 5.8: Training scheme for the incremental Word2Vec models.

Diagram 5.8 portrays the training process for the word2vec models. Within RiverText,
the IWord2Vec object encapsulates the ISG and ICBOW models and serves as an interface
for training dynamic word vectors from text streams. It is noteworthy that the choice of the
word2vec model for training the text streams is contingent on the value of the sg parameter,
with a value of 1 implying the utilization of the ISG model and the ICBOW model being
implemented otherwise.

At the core of the training process is the IWord2Vec object, which generates and updates
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the word vectors based on the input text streams. The main hyperparameters, such as
vocab size, context size, and num ns must be defined to begin the training process, as they
underpin the model’s configuration. The model object is then instantiated, and the iterable
object TweetStream is employed to facilitate the input of text streams. The remaining steps
closely resemble those employed in the IWCM model, as we aim to develop a unified interface
for each incremental method.

Periodic Evaluation Execution

The Periodic Evaluation scheme is a useful tool for assessing the performance of incremental
word embedding models in streaming scenarios using intrinsic NLP tasks. It is implemented
in the evaluator package of the RiverText library.

The Periodic Evaluation scheme workflow involves several steps, which are illustrated in
Diagram 5.9:

1. The user selects the hyperparameters for the incremental word embedding model and
instantiates an object of that model.

2. The text streams are loaded into a TweetStream object for iteration.

3. The user selects a golden relation dataset related to an intrinsic NLP task.

4. To evaluate the model, the user instantiates a function related to the task chosen in
the third step.

5. The inputs from the previous steps are passed into a PeriodicEvaluation object.

The actions performed by the PeriodicEvaluation object consist of applying the eval-
uation function from step four to the inputs of every p observation using the run method,
enabling continuous evaluation of the model’s accuracy and identifying areas for improve-
ment.

The outputs from the Periodic Evaluation scheme consist of a JSON file that stores infor-
mation about the assessment of the model. This includes the model name, hyperparameters,
and the intrinsic NLP task metric results. This information can be used to monitor the
model’s performance over time and make improvements as necessary.
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Figure 5.9: Workflow scheme for running the Periodic Evaluation using an incremental WE
model.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

The landscape of human communication has rapidly changed with the advent of social me-
dia [23]. The increasing availability of real-time data streams poses significant challenges
to the traditional word embedding models that rely on large corpora of static data. The
ever-evolving nature of language in these dynamic environments makes it necessary to re-
train the models continuously. This requirement is computationally expensive, making the
development of incremental WE models an essential research area in NLP.

In this context, the RiverText framework significantly contributes to the field. River-
Text provides a systematic approach for training and evaluating IWE models from text
data streams. It enables the implementation of standardized models and provides a unified
methodology for comparing and evaluating them. Furthermore, it offers a robust evaluation
method based on intrinsic NLP tasks adapted to a streaming environment.

To assess the effectiveness of the framework, the authors conducted a benchmark study
that evaluated three incremental WE architectures: ICBOW, ISG [46, 61], and IWCM [20].
The benchmark study evaluated the models using periodic intrinsic evaluations of word sim-
ilarity and categorization tasks. The study revealed that hyperparameter tuning is essential
for the optimal performance of the models. For instance, larger embedding sizes improve
ICBOW’s performance, while ISG benefits from smaller embedding sizes.

One disadvantage of the periodic evaluation approach is that it cannot detect concept
drift [95], a common problem in streaming data. Concept drift refers to the changes in the
data distribution that may occur over time, which can significantly affect the performance of
the models. Although the proposed approach allows for visualizing the model’s performance
throughout the training process, it fails to capture the effect of concept drift on the models.
Unfortunately, no standard methodology or benchmark dataset can simulate concept drift in
IWE models. Therefore, we strongly recommend carefully applying these algorithms’ results
in streaming environments.

We have made RiverText available as an open-source library, which includes a compre-
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hensive set of tutorials and API documentation. This makes it easy for researchers and
practitioners to use the framework and replicate the benchmark study. With RiverText, the
authors aim to promote reproducibility and further research in incremental WE models. The
framework’s standardization and evaluation methodology make it an important contribution
to the field and facilitate further research in this exciting area. The authors welcome contri-
butions from the community to enhance the library and improve the understanding of IWE
models.

6.2 Future Work

Our study focuses on streaming learning under the word embeddings [20, 46, 61, 76, 75]
algorithm and its evaluation. However, the field of study has advanced since we based our
framework, opening up opportunities for machine learning from data streams in various areas,
particularly in NLP.

Moving forward, we plan to expand our system’s capabilities for text representation and
evaluation in the context of the time-evolving text. Our primary goal is to incorporate more
incremental text representation methods, such as incremental Glove [76], to increase the
flexibility and adaptability of word and phrase representation as they evolve.

Additionally, we aim to develop an evaluation methodology that considers concept drift,
which pertains to the semantic changes of words over time [7]. As we point out, our current
periodic evaluation approach assumes that golden relations, such as word pair similarities
or categories, remain static during the stream, which is not an adequate assessment of the
word vectors’ ability to adapt to change. Therefore, we plan to extend the concept drift idea
developed in [20] to simulate the semantic change in synthetic tweets for all intrinsic tasks
of WE evaluation

We also intend to improve the functionality of our software by incorporating other sketch-
ing techniques outlined in previous studies, such as [37], which enable efficient updating of
the vocabulary with minimal memory usage. Additionally, we aim to integrate incremental
detection of collocations or phrases, as described in recent research such as [43]. This would
enhance the representation of multi-word expressions such as ”New Zealand” or ”New York”
in our vocabulary.

Another critical area we aim to focus on in our future work is implementing a data loader
that connects to the Twitter API and streams topic-specific tweets for training. This would
enable users to monitor social media and extract relevant information efficiently, expanding
the potential of our system and enabling it to analyze the most recent and pertinent data.

Finally, we hope our system will inspire further investigation in NLP and incremental
learning, particularly in the representation of words and documents in the context of the
time-evolving text. With the exponential growth of social media and the web, our system
has the potential to be a valuable tool for extracting insights and knowledge from vast
amounts of text data.
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[1] Hervé Abdi and Lynne J Williams. Principal component analysis. Wiley interdisci-
plinary reviews: computational statistics, 2(4):433–459, 2010.

[2] RR Ade and PR Deshmukh. Methods for incremental learning: a survey. International
Journal of Data Mining & Knowledge Management Process, 3(4):119, 2013.

[3] Charu C Aggarwal. Data streams: models and algorithms, volume 31. Springer, 2007.

[4] Adnan Akhundov, Dietrich Trautmann, and Georg Groh. Sequence labeling: A prac-
tical approach. arXiv preprint arXiv:1808.03926, 2018.

[5] Anton Alekseev and Sergey Nikolenko. Word embeddings for user profiling in online
social networks. Computación y Sistemas, 21(2):203–226, 2017.
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Annex A

Experiment Results by Task and
Model

In this section, we present the results of our experiments with the RiverText framework,
which involved varying the architectures, hyperparameter configurations, and intrinsic NLP
tasks. However, due to the tables’ size, we only present summary tables in this paper.
The full tables can be found on our GitHub repository at https://github.com/dccuchile/
rivertext/tree/main/experiments.
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Table A.1: The table shows the results of the periodic evaluation of the ICBOW model and
the Mturk dataset for the similarity task, measured with Spearman’s correlation. Although
the full table is too large for this paper, it can be accessed on the documentation page
at https://dccuchile.github.io/rivertext/. The bold remark represents the best result on
average.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
ICBOW 300 3 10 0.4185 0.2705 ... 0.4099 ... 0.4583
ICBOW 300 3 8 0.4276 0.2758 ... 0.3805 ... 0.4484
ICBOW 300 3 6 0.4163 0.2386 ... 0.4278 ... 0.4711
ICBOW 300 2 10 0.4144 0.1621 ... 0.4052 ... 0.3672
ICBOW 300 2 8 0.4141 0.231 ... 0.3971 ... 0.4898
ICBOW 300 2 6 0.423 0.1731 ... 0.4164 ... 0.3876
ICBOW 300 1 10 0.3976 0.2604 ... 0.3978 ... 0.4382
ICBOW 300 1 8 0.37 0.1825 ... 0.3449 ... 0.4416
ICBOW 300 1 6 0.404 0.2788 ... 0.3621 ... 0.4516
ICBOW 200 3 10 0.4226 0.2222 ... 0.4257 ... 0.3856
ICBOW 200 3 8 0.4108 0.2027 ... 0.3932 ... 0.466
ICBOW 200 3 6 0.414 0.2353 ... 0.4686 ... 0.4233
ICBOW 200 2 10 0.3953 0.257 ... 0.4008 ... 0.3962
ICBOW 200 2 8 0.4123 0.2143 ... 0.3317 ... 0.4428
ICBOW 200 2 6 0.3925 0.2597 ... 0.3579 ... 0.3832
ICBOW 200 1 10 0.3573 0.1651 ... 0.3731 ... 0.376
ICBOW 200 1 8 0.3787 0.2696 ... 0.3557 ... 0.3598
ICBOW 200 1 6 0.3442 0.2141 ... 0.3197 ... 0.3639
ICBOW 100 3 10 0.419 0.2185 ... 0.4334 ... 0.4806
ICBOW 100 3 8 0.3888 0.1693 ... 0.4502 ... 0.4675
ICBOW 100 3 6 0.4394 0.1941 ... 0.4224 ... 0.5122
ICBOW 100 2 10 0.3883 0.1683 ... 0.3832 ... 0.4959
ICBOW 100 2 8 0.3869 0.2379 ... 0.4358 ... 0.4332
ICBOW 100 2 6 0.4067 0.1926 ... 0.4104 ... 0.4451
ICBOW 100 1 10 0.3574 0.1841 ... 0.4272 ... 0.3393
ICBOW 100 1 8 0.3501 0.2177 ... 0.3319 ... 0.3309
ICBOW 100 1 6 0.3683 0.1909 ... 0.3478 ... 0.409
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Table A.2: The table shows the results of the periodic evaluation of the ICBOW model
and the AP dataset for the categorization task, measured with purity clustering. Although
the full table is too large for this paper, it can be accessed on the documentation page
at https://dccuchile.github.io/rivertext/. The bold remark represents the best result on
average.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
ICBOW 100 3 10 0.3024 0.2065 ... 0.301 ... 0.3383
ICBOW 100 3 8 0.2976 0.204 ... 0.3109 ... 0.3333
ICBOW 100 3 6 0.2942 0.2114 ... 0.2935 ... 0.3358
ICBOW 100 2 8 0.2922 0.2065 ... 0.306 ... 0.3109
ICBOW 200 3 8 0.291 0.2164 ... 0.2711 ... 0.3159
ICBOW 300 2 6 0.2902 0.1915 ... 0.2861 ... 0.306
ICBOW 300 3 6 0.289 0.204 ... 0.2861 ... 0.3159
ICBOW 300 2 10 0.2859 0.204 ... 0.2861 ... 306
ICBOW 300 3 8 0.2845 0.199 ... 0.2985 ... 0.3259
ICBOW 300 3 10 0.2843 0.194 ... 0.2935 ... 0.2985
ICBOW 100 2 10 0.2842 0.204 ... 0.2836 ... 0.3284
ICBOW 200 3 6 0.2838 0.1965 ... 0.2811 ... 0.3209
ICBOW 100 2 6 0.2836 0.2164 ... 0.2612 ... 0.306
ICBOW 200 3 10 0.2825 0.1891 ... 0.2861 ... 0.3358
ICBOW 300 2 8 0.2819 0.1915 ... 0.2811 ... 0.3234
ICBOW 200 2 6 0.2777 0.2189 ... 0.2836 ... 0.2985
ICBOW 300 1 6 0.2768 0.2015 ... 0.2786 ... 0.3383
ICBOW 200 2 8 0.2767 0.1866 ... 0.2836 ... 0.2736
ICBOW 300 1 8 0.2764 0.204 ... 0.2736 ... 0.3259
ICBOW 200 2 10 0.2732 0.194 ... 0.2711 ... 0.3134
ICBOW 300 1 10 0.2685 0.209 ... 0.291 ... 0.2786
ICBOW 200 1 6 0.2651 0.2139 ... 0.2537 ... 0.2886
ICBOW 200 1 8 0.2642 0.2065 ... 0.2761 ... 0.2811
ICBOW 100 1 10 0.2608 0.2065 ... 0.2612 ... 0.291
ICBOW 200 1 10 0.2607 0.209 ... 0.2761 ... 0.2612
ICBOW 100 1 6 0.2577 0.2065 ... 0.2637 ... 0.2637
ICBOW 100 1 8 0.2567 0.2264 ... 0.2736 ... 0.2761
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Table A.3: The table shows the results of the periodic evaluation of the ISG model and
the MEN dataset for the similarity task, measured with Spearman’s correlation. Although
the full table is too large for this paper, it can be accessed on the documentation page at
https://dccuchile.github.io/rivertext/. The bold remark represents the best result on average

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
ISG 300 3 10 0.3646 0.2975 ... 0.3771 ... 0.3796
ISG 300 3 8 354 0.3008 ... 0.364 ... 0.3534
ISG 300 3 6 0.3681 0.2843 ... 0.4094 ... 0.3927
ISG 300 2 10 0.3809 0.3111 ... 0.3764 ... 0.3825
ISG 300 2 8 0.3821 0.3048 ... 0.3846 ... 0.3963
ISG 300 2 6 0.3792 0.275 ... 0.3823 ... 0.3886
ISG 300 1 10 0.3947 0.3009 ... 0.3954 ... 0.3946
ISG 300 1 8 0.3982 0.3018 ... 0.4131 ... 0.4158
ISG 300 1 6 0.4073 0.3137 ... 0.4048 ... 0.4281
ISG 200 3 10 0.3828 0.2991 ... 0.4018 ... 0.3954
ISG 200 3 8 0.3721 0.3176 ... 0.3574 ... 0.371
ISG 200 3 6 0.3851 0.3194 ... 0.3906 ... 0.3903
ISG 200 2 10 0.3954 0.3133 ... 0.4009 ... 0.4118
ISG 200 2 8 0.3982 0.3312 ... 0.4107 ... 0.4092
ISG 200 2 6 0.3974 0.3169 ... 0.3999 ... 0.4165
ISG 200 1 10 0.41 0.3019 ... 0.408 ... 0.4241
ISG 200 1 8 0.408 0.3022 ... 0.4201 ... 0.4347
ISG 200 1 6 0.4133 0.2893 ... 0.4071 ... 0.4406
ISG 100 3 10 0.392 0.3069 ... 0.3858 ... 0.3974
ISG 100 3 8 0.4121 0.3128 ... 0.4227 ... 0.4432
ISG 100 3 6 0.4055 0.3248 ... 0.4174 ... 0.4182
ISG 100 2 10 0.421 0.3207 ... 0.4339 ... 0.4355
ISG 100 2 8 0.4227 0.3315 ... 0.4102 ... 0.4383
ISG 100 2 6 0.4267 0.3411 ... 0.4377 ... 0.4462
ISG 100 1 10 0.4418 0.3368 ... 0.4635 ... 0.4697
ISG 100 1 8 0.4396 0.3299 ... 0.4421 ... 0.4714
ISG 100 1 6 0.4427 0.3178 ... 0.4543 ... 0.4759
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Table A.4: The table shows the results of the periodic evaluation of the ISG model and
the Mturk dataset for the similarity task, measured with Spearman’s correlation. Although
the full table is too large for this paper, it can be accessed on the documentation page
at https://dccuchile.github.io/rivertext/. The bold remark represents the best result on
average.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
ISG 300 3 10 0.317 0.2161 ... 0.2819 ... 0.3279
ISG 300 3 8 0.3117 0.1782 ... 0.2709 ... 0.2704
ISG 300 3 6 0.3406 0.1838 ... 0.3452 ... 0.2674
ISG 300 2 10 0.3372 0.221 ... 0.4176 ... 0.3231
ISG 300 2 8 0.3452 0.1428 ... 0.3973 ... 0.3189
ISG 300 2 6 0.3353 0.2175 ... 0.3276 ... 0.3201
ISG 300 1 10 0.3809 0.2527 ... 0.3859 ... 0.317
ISG 300 1 8 0.3694 0.1444 ... 0.3511 ... 0.3729
ISG 300 1 6 0.364 0.2389 ... 0.3603 ... 0.3993
ISG 200 3 10 0.3452 0.2448 ... 0.327 ... 0.2905
ISG 200 3 8 0.3555 0.277 ... 0.3232 ... 0.326
ISG 200 3 6 0.3399 0.2248 ... 0.387 ... 0.2831
ISG 200 2 10 0.3459 0.2506 ... 0.354 ... 0.2978
ISG 200 2 8 0.3412 0.2498 ... 0.2948 ... 0.3875
ISG 200 2 6 0.3676 0.2476 ... 0.3806 ... 0.365
ISG 200 1 10 0.3705 0.2486 ... 0.3176 ... 0.3605
ISG 200 1 8 0.3716 0.1687 ... 0.3769 ... 0.4266
ISG 200 1 6 0.3923 0.2681 ... 0.4274 ... 0.4347
ISG 100 3 10 0.3585 0.1762 ... 0.3202 ... 0.2756
ISG 100 3 8 0.3712 0.2358 ... 0.4196 ... 0.372
ISG 100 3 6 0.3452 0.154 ... 0.3542 ... 0.3738
ISG 100 2 10 0.3987 0.2549 ... 0.3707 ... 0.3531
ISG 100 2 8 0.3916 0.293 ... 0.4189 ... 0.3488
ISG 100 2 6 0.3815 0.308 ... 0.399 ... 0.3824
ISG 100 1 10 0.4163 0.3213 ... 0.4711 ... 0.3737
ISG 100 1 8 0.3996 0.1543 ... 0.4413 ... 0.4194
ISG 100 1 6 0.3932 0.206 ... 0.3831 ... 0.392
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Table A.5: The table shows the results of the periodic evaluation of the ISG model and
the AP dataset for the categorization task, measured with purity clustering. Although
the full table is too large for this paper, it can be accessed on the documentation page
at https://dccuchile.github.io/rivertext/. The bold remark represents the best result on av-
erage.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
ISG 300 3 10 0.317 0.2161 ... 0.2819 ... 0.3279
ISG 300 3 8 0.3117 0.1782 ... 0.2709 ... 0.2704
ISG 300 3 6 0.3406 0.1838 ... 0.3452 ... 0.2674
ISG 300 2 10 0.3372 0.221 ... 0.4176 ... 0.3231
ISG 300 2 8 0.3452 0.1428 ... 0.3973 ... 0.3189
ISG 300 2 6 0.3353 0.2175 ... 0.3276 ... 0.3201
ISG 300 1 10 0.3809 0.2527 ... 0.3859 ... 0.317
ISG 300 1 8 0.3694 0.1444 ... 0.3511 ... 0.3729
ISG 300 1 6 0.364 0.2389 ... 0.3603 ... 0.3993
ISG 200 3 10 0.3452 0.2448 ... 0.327 ... 0.2905
ISG 200 3 8 0.3555 0.277 ... 0.3232 ... 0.326
ISG 200 3 6 0.3399 0.2248 ... 0.387 ... 0.2831
ISG 200 2 10 0.3459 0.2506 ... 0.354 ... 0.2978
ISG 200 2 8 0.3412 0.2498 ... 0.2948 ... 0.3875
ISG 200 2 6 0.3676 0.2476 ... 0.3806 ... 0.365
ISG 200 1 10 0.3705 0.2486 ... 0.3176 ... 0.3605
ISG 200 1 8 0.3716 0.1687 ... 0.3769 ... 0.4266
ISG 200 1 6 0.3923 0.2681 ... 0.4274 ... 0.4347
ISG 100 3 10 0.3585 0.1762 ... 0.3202 ... 0.2756
ISG 100 3 8 0.3712 0.2358 ... 0.4196 ... 0.372
ISG 100 3 6 0.3452 0.154 ... 0.3542 ... 0.3738
ISG 100 2 10 0.3987 0.2549 ... 0.3707 ... 0.3531
ISG 100 2 8 0.3916 0.293 ... 0.4189 ... 0.3488
ISG 100 2 6 0.3815 0.308 ... 0.399 ... 0.3824
ISG 100 1 10 0.4163 0.3213 ... 0.4711 ... 0.3737
ISG 100 1 8 0.3996 0.1543 ... 0.4413 ... 0.4194
ISG 100 1 6 0.3932 0.206 ... 0.3831 ... 0.392
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Table A.6: The table shows the results of the periodic evaluation of the IWCM model and
the MEN dataset for the similarity task, measured with Spearman’s correlation. Although
the full table is too large for this paper, it can be accessed on the documentation page
at https://dccuchile.github.io/rivertext/.. The bold remark represents the best result on
average.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
IWCM 300 3 1000 0.439 0.2346 ... 0.458 ... 0.500
IWCM 300 3 750 0.4275 0.2211 ... 0.4507 ... 0.4825
IWCM 300 3 500 0.4314 0.2364 ... 0.4551 ... 0.4786
IWCM 300 2 1000 0.4203 0.2251 ... 0.4357 ... 0.4846
IWCM 300 2 750 0.4042 0.2176 ... 0.4204 ... 0.4660
IWCM 300 2 500 0.4033 0.2216 ... 0.4187 ... 0.4592
IWCM 300 1 1000 0.3917 0.1828 ... 0.4118 ... 0.4573
IWCM 300 1 750 0.3625 0.1627 ... 0.3811 ... 0.4261
IWCM 300 1 500 0.3564 0.1647 ... 0.374 ... 0.408
IWCM 200 3 1000 0.4384 0.2217 ... 0.455 ... 0.5007
IWCM 200 3 750 0.4276 0.2197 ... 0.4512 ... 0.4866
IWCM 200 3 500 0.4325 0.2345 ... 0.4571 ... 0.4781
IWCM 200 2 1000 0.4193 0.2133 ... 0.4345 ... 0.4830
IWCM 200 2 750 0.4032 0.2013 ... 0.4153 ... 0.4654
IWCM 200 2 500 0.4043 0.2208 ... 0.4243 ... 0.4532
IWCM 200 1 1000 0.3868 0.1796 ... 0.4049 ... 0.4473
IWCM 200 1 750 0.3597 0.1722 ... 0.3729 ... 0.4205
IWCM 200 1 500 0.3511 0.1705 ... 0.3658 ... 0.4023
IWCM 100 3 1000 0.4396 0.2211 ... 0.4607 ... 0.4996
IWCM 100 3 750 0.4289 0.2112 ... 0.4475 ... 0.4871
IWCM 100 3 500 0.4302 0.216 ... 0.4539 ... 0.4766
IWCM 100 2 1000 0.4175 0.2143 ... 0.4313 ... 0.4804
IWCM 100 2 750 0.4043 0.2006 ... 0.4208 ... 0.4627
IWCM 100 2 500 0.4000 0.205 ... 0.4203 ... 0.4489
IWCM 100 1 1000 0.3787 0.1762 ... 0.4013 ... 0.4402
IWCM 100 1 750 0.3543 0.1703 ... 0.3717 ... 0.4136
IWCM 100 1 500 0.3442 0.1690 ... 0.3568 ... 0.3916
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Table A.7: The table shows the results of the periodic evaluation of the IWCM model and
the Mturk dataset for the similarity task, measured with Spearman’s correlation. Although
the full table is too large for this paper, it can be accessed on the documentation page
at https://dccuchile.github.io/rivertext/. The bold remark represents the best result on
average.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
IWCM 300 3 1000 0.3496 0.2388 ... 0.3631 ... 0.3926
IWCM 300 3 750 0.3386 0.2582 ... 0.3346 ... 0.3598
IWCM 300 3 500 0.3235 0.2239 ... 0.3395 ... 0.3519
IWCM 300 2 1000 0.3343 0.1887 ... 0.3351 ... 0.3674
IWCM 300 2 750 0.3352 0.2128 ... 0.3414 ... 0.3627
IWCM 300 2 500 0.3231 0.2396 ... 0.3452 ... 0.2989
IWCM 300 1 1000 0.3462 0.2097 ... 0.3656 ... 0.36
IWCM 300 1 750 0.3737 0.2188 ... 0.3925 ... 0.3587
IWCM 300 1 500 0.3577 0.2534 ... 0.353 ... 0.3006
IWCM 200 3 1000 0.3508 0.262 ... 0.3379 ... 0.3836
IWCM 200 3 750 0.3392 0.2513 ... 0.3285 ... 0.3617
IWCM 200 3 500 0.331 0.2284 ... 0.3355 ... 0.3404
IWCM 200 2 1000 0.3434 0.2469 ... 0.3338 ... 0.3973
IWCM 200 2 750 0.3389 0.2351 ... 0.3367 ... 0.3727
IWCM 200 2 500 0.3337 0.2216 ... 0.3613 ... 0.315
IWCM 200 1 1000 0.3409 0.1869 ... 0.3694 ... 0.3422
IWCM 200 1 750 0.3722 0.1966 ... 0.3906 ... 0.3467
IWCM 200 1 500 0.3618 0.2327 ... 0.3478 ... 0.3265
IWCM 100 3 1000 0.343 0.2461 ... 0.3412 ... 0.3739
IWCM 100 3 750 0.3359 0.2859 ... 0.3386 ... 0.373
IWCM 100 3 500 0.3381 0.2619 ... 0.3478 ... 0.3487
IWCM 100 2 1000 0.3402 0.2437 ... 0.3387 ... 0.3725
IWCM 100 2 750 0.3397 0.2635 ... 0.3165 ... 0.3689
IWCM 100 2 500 0.3413 0.3014 ... 0.3706 ... 0.3215
IWCM 100 1 1000 0.3292 0.2256 ... 0.3333 ... 0.3411
IWCM 100 1 750 0.344 0.2512 ... 0.3402 ... 0.3475
IWCM 100 1 500 0.3471 0.2714 ... 0.3642 ... 0.3501
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Table A.8: The table shows the results of the periodic evaluation of the IWCM model and
the AP dataset for the categorization task, measured with purity clustering. Although the
full table is too large for this paper, it can be accessed on the documentation page at
https://dccuchile.github.io/rivertext/. The bold remark represents the best result on av-
erage.

Model Emb. size Window size Num. N. S. Mean T1 ... T15 ... T31
IWCM 300 3 1000 0.3069 0.2139 ... 301 ... 0.3209
IWCM 300 3 750 0.3032 0.2114 ... 0.2985 ... 0.3184
IWCM 300 3 500 0.2855 0.1915 ... 296 ... 0.3134
IWCM 300 2 1000 0.3084 0.2015 ... 0.3234 ... 0.3483
IWCM 300 2 750 0.3003 0.2264 ... 0.3035 ... 0.3557
IWCM 300 2 500 0.2811 0.2015 ... 0.2861 ... 0.301
IWCM 300 1 1000 0.2974 0.2114 ... 0.3184 ... 0.3458
IWCM 300 1 750 0.2764 0.2139 ... 0.2836 ... 0.2836
IWCM 300 1 500 0.2614 0.194 ... 0.2562 ... 0.2836
IWCM 200 3 1000 0.3074 0.2264 ... 0.3333 ... 0.3284
IWCM 200 3 750 0.3107 0.2139 ... 0.3234 ... 0.3284
IWCM 200 3 500 0.29 0.199 ... 0.2985 ... 0.3507
IWCM 200 2 1000 0.3083 0.2139 ... 0.3209 ... 0.3184
IWCM 200 2 750 0.309 0.199 ... 0.3259 ... 0.3582
IWCM 200 2 500 0.2853 0.2164 ... 0.306 ... 0.3085
IWCM 200 1 1000 0.3022 0.1965 ... 0.3109 ... 0.3333
IWCM 200 1 750 0.2834 0.204 ... 0.3035 ... 0.301
IWCM 200 1 500 0.2668 0.2214 ... 0.2736 ... 0.3109
IWCM 100 3 1000 0.3194 0.2264 ... 0.3284 ... 0.3308
IWCM 100 3 750 0.3181 0.2189 ... 0.3234 ... 0.3209
IWCM 100 3 500 0.2972 0.2239 ... 0.2886 ... 0.3134
IWCM 100 2 1000 0.3176 0.2214 ... 0.3358 ... 0.3483
IWCM 100 2 750 0.3189 0.1915 ... 0.3358 ... 0.3507
IWCM 100 2 500 0.2935 0.2189 ... 0.2886 ... 0.3109
IWCM 100 1 1000 0.3076 0.209 ... 0.3184 ... 0.3308
IWCM 100 1 750 0.2898 0.209 ... 0.2836 ... 0.3234
IWCM 100 1 500 0.2848 0.2239 ... 0.296 ... 0.3209
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Annex B

Time serie plots

In this section, we present the results of different hyperparameter settings, considering the
number of instances trained per period, in the three test datasets that were studied. For
each set of results, the period p was set at 3,200,000 instances.
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Figure B.1: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 1, ns samples = 1, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.2: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of embsize = 100,
windowsize = 1, nssamples = 8, and contextsize = 750across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.

84



Figure B.3: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of embsize = 100,
windowsize = 1, nssamples = 10, and contextsize = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.4: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 2, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.5: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 2, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.6: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 2, ns samples = 10, and context size = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.7: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 3, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.8: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 3, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.9: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 100,
window size = 3, ns samples = 10, and context size = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.

91



Figure B.10: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 1, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.11: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 1, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.12: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 1, ns samples = 10, and context size = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.13: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 2, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.14: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 2, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.15: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 2, ns samples = 10, and context size = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.16: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 3, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.17: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 3, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.18: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 200,
window size = 3, ns samples = 10, and context size = 1000across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.19: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 1, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.20: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 1, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.21: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 1, ns samples = 10, and context size = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.22: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 2, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.23: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 2, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.24: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 2, ns samples = 10, and context size = 1000 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.25: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 3, ns samples = 6, and context size = 500 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.26: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 3, ns samples = 8, and context size = 750 across the training phase. The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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Figure B.27: In this experiment, we evaluated the performance of three incremental word
embedding models, IWCM, ISG, and ICBOW, using the Periodic Evaluation technique for
the similarity and categorization task using the hyperparameter settings of emb size = 300,
window size = 3, ns samples = 10, and context size = 1000 across the training phase.The
period p was set as 3,200,000 instances, which means the evaluator of the period evaluation
was applied every 3,200,000 training instances.
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