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Introduction

Word embeddings (WE) [1, 2] are crucial in information retrieval and natural language processing tasks,
including ranking, document classification, and question answering. Despite their widespread use, tradi-
tional word embedding models have a limitation in their static nature, which hinders their ability to adapt
to the ever-changing language patterns that arise in sources like social media and the web. To address
this challenge, incremental word embedding algorithms have been introduced, employing a streaming
learning paradigm. These algorithms have the remarkable capability to dynamically update word rep-
resentations in response to new language patterns and seamlessly process continuous data streams,
Incremental word embedding algorithms have been introduced to address this challenge

Figura 1: Streaming Learning Pipeline.

Although all the Incremental WE models have similar objectives and share common patterns, two
major obstacles hinder their fair utilization:

■ Firstly, the systems are stored in separate repositories, and uniform standardization processes are
lacking.

■ Secondly, there is no established approach for evaluating the performance of incremental WE in
streaming scenarios.

RiverText Objectives

To address the aforementioned challenges, we have developed RiverText, a comprehensive framework
designed for training word embeddings in a streaming context. RiverText aims to serve as a valuable
resource by achieving the following objectives:

■ Formalizing existing Incremental WE models into a unified framework, ensuring consistency and
ease of use.

■ Developing common interfaces that adhere to the principal incremental learning approaches, fos-
tering compatibility and seamless integration.

■ Proposing an evaluation scheme, called Periodic Evaluation, for Incremental WEmodels that utilize
intrinsic NLP tasks, enabling robust and standardized performance assessment.

■ Extending the functionality of River [3], a Python machine learning library explicitly designed for
handling data streams, enhancing its capabilities for incremental word embedding tasks.

RiverText has three comprehensive Incremental WE models: Incremental Word Context Matrix (IWCM)
[4], Incremental SkipGram (ISG), and Incremental Continuous Bag ofWords (ICBOW). Notably, the ICBOW
model is a novel addition proposed by our team, which boasts an accelerated training process through
implementing the Adaptive Unigram Table algorithm. This innovative approach is an incremental version
of the Negative Sampling algorithm initially introduced by Haji and Kobayashi [5]. All algorithms and
procedures mentioned have been implemented in an open-source resource available at https://github
.com/dccuchile/rivertext.

Periodic Evaluation

The proposedmethod for evaluating our incrementalWE performance is called Periodic Evaluation. This
method applies a series of evaluations to the entire model, using a test dataset associated with intrinsic
NLP tasks after a fixed number, p, of instances, have been processed and trained. The algorithm takes
as input the following arguments:

■ The parameter p represents the number of instances between the evaluation series.

■ The incremental WE model, referred to asM , is to be evaluated.

■ The input text data stream, referred to as TS, used to train the incremental WE model.

■ A test dataset, GR, associated with intrinsic NLP tasks.

Figura 2: Periodic Evaluation Algorithm.

Experiment and Results

To comprehensively assess the performance of Incremental WE models, we conducted the Periodic
Evaluation using diverse datasets and a wide range of hyperparameter settings. The evaluation cov-
eredmultiple architectural configurations, namely IWCM, ISG, and ICBOW, and incorporated intrinsic test
datasets [6] for similarity (MEN [7] and Mturk [8]) and categorization (AP [9]) tasks. The hyperparameters
under analysis included embedding size, window size, context size, and the number of negative sam-
ples. This extensive evaluation yielded valuable insights into the performance of various architectural
configurations and hyperparameter settings, resulting in a comprehensive understanding of the subject
matter.

The best configuration settings for eachmodel and intrinsic tasks are summarized in the following graphs:

Figura 3: This figure showcases the performance dynamics across different periods for the MEN, Mturk, and AP
datasets.

The figure highlights the crucial role of hyperparameter tuning in optimizing the performance of each
model. The ICBOW model appears to perform more in similarity than categorization tasks. Conversely,
the ISG and IWCM models perform better in the categorization task and outperform the ICBOW model.
However, it is noteworthy that the results of a model for a specific intrinsic evaluation task and dataset
can vary significantly and are not always related. Thus, a model may perform well in one task but poorly
in another.

Conclusions

RiverText offers a systematic and unified approach for training and evaluating Incremental WE models
using text data streams. RiverText provides a robust evaluation methodology based on intrinsic NLP
tasks adapted to the streaming environment by standardizing the incremental WE methods. However,
one limitation of the periodic evaluation approach is its inability to detect concept drift [10], which refers
to changes in the data distribution over time that can significantly impact the models’ performance. Al-
though the proposed approach allows for visualizing the model’s performance during training, it may not
capture the effect of concept drift on the models. Therefore, caution is advised when interpreting the
results in streaming scenarios.

In conclusion, RiverText addresses the challenges of training and evaluating Incremental WE models
in streaming data. It achieves this through standardization and a robust evaluation approach based on
intrinsic NLP tasks. Nevertheless, it is essential to know concept drift and its potential impact on model
performance when applying the results in dynamic streaming environments.
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